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Abstract. This paper describes the approach of RescueRobots Freiburg team.
RescueRobots Freiburg is a team of students from the university olgethat
originates from the former CS Freiburg team (RoboCupSoccer) anRek&
Freiburg team (RoboCupRescue Simulation).

Due to the high versatility of the RoboCupRescue competition we tackle the three
arenas by a a twofold approach: On the one hand we want to introdbastro
vehicles that can safely be teleoperated through rubble and building détie
constructing three-dimensional maps of the environment. On the othdniba
want to introduce a team of autonomous robots that quickly explore atkzngn
while building a two-dimensional map. This two solutions are particularly well-
suited for the red and yellow arena, respectively. Our solution for tegerarena

will finally be decided between these two, depending on the capabilities of both
approaches at the venue.

In this paper, we introduce some preliminary results that we achieved froim

map building, localization, and autonomous victim identification. Furthermore
we introduce a custom made 3D Laser Range Finder (LRF) and a neoslam
nism for the active distribution of RFID tags.

1 Introduction

RescueRobots Freiburg is a team of students from the uitivefd-reiburg. The team
originates from the former CS Freiburg team[6], which worehtimes the RoboCup
world championship in the RoboCupSoccer F2000 league fealésQ Freiburg team[2],
which won the last RoboCup world championship in the Robd®@gzue Simulation
league. The team approach proposed in this paper is basegenences gathered at
RoboCup during the last six years.

Due to the high versatility of the RoboCupRescue competitie tackle the three
arenas by a twofold approach: On the one hand we want to unteod vehicle that
can safely be teleoperated through rubble and buildingisleltrile constructing three-
dimensional maps of the environment. On the other hand we twéntroduce an au-
tonomous team of robots that quickly explore a large tervelile building a two-
dimensional map. This two solutions are particularly veelited for the red and yellow
arena, respectively. Our solution for the orange arenafingllly be decided between
these two, depending on the capabilities of both approaatthe venue.



1.1 Teleoperated 3D mapping (large robots)

We suppose that the orange and red arenas are only passafleking use of 3D
sensors. Hence we decided to deploy large robots that axéabhrry heavier sensors,
such as a 3D Laser Range Finder (LRF). and are able of drivingteep ramps and
rubble.

The robots are teleoperated by an operator that also has#ébeca map of the
environment and to augment this map with locations of vistthat are detected during
navigation. Mapping and victim detection has to be assisjethe system as good as
possible, since the navigation task of the operator is ehglhg on its own. Hence the
system is designed to suggest plausible locations for gtgrthe environment with
the 3D LRF, as well as to detect various evidences for theepsof victims, such as
motion and heat, and indicate those to the operator.

1.2 Autonomous exploration of a team of robots (small robofs

We suppose that the yellow arena will be large and driveapketeam of small robots.
The "office-environment-style” of the yellow arena makesgpiag comparable simple
since 2D sensors suffice. Therefore we intend to deploy faktgile robots that com-
municate with each other. Our idea is to simplify the 2D maggiroblem by RFID
tags that our robots distribute with a newly developed teglaly-device, as described
in Section 10. In general, this has mainly two advantaged&Jfban Search and Res-
cue (USAR): Firstly, RFID tags provide a world-wide uniquamber that can be read
from distances up to a few meters. To detect these tags asddhuniquely identify
locations, is significantly computational cheaper and &sbiguous than identifying
locations from camera images and range HaB&condly, travel paths to victims can
directly be passed to human ambulance teams as completethktrconsist of RFID
tag locations and walking directions. In fact, tags can besittered as signposts since
the map provides for each tag the appropriate directioreGaplan of tags, ambulance
teams could find a victim by directly following tags, whichnsich more efficient than
finding a path from a map. However, in order of being in one Vit the rules, our
team will also deliver hard copies of printed maps.

2 Team Members and Contributions

— Team Leader: Alexander Kleiner

— Simulation and Behaviors: Christian Dornhege

— 2D Sensors and Localization: Johann Prediger

— 3D Mapping and Localization: Tobias Braeuer

— Controller Design: Johann Prediger, Joerg Stueckler

— Mechanical Design: Mathias Luber

— Victim Identification: Daniel Meyer-Delius, Daniel Hoefldélarkus Thurner, Tim-
othy Burk

! Note that even for humans the unique identification of a location is hardy fdreexample
exploring a large office building



— Teleoperation: Bastian Steder, Kolja Glogowski, Raineeitmerle, Michael Schnell
— Advisor: Bernhard Nebel

These are all team members that contributed to the appreadneduced in this paper.
The team which will finally be present at the venue is not dettidy now, however,
will consist of any subset from the upper list.

3 Operator Station Set-up and Break-Down (10 minutes)

Our robots are controlled from a lightweight laptop via aafeedback joystick which
all can be transported together in a backpack. It is possilléhe operator to select
between different robots as well as between different vieaveeras from a single robot
on the fly.

Our largest robot can be transported by a moveable case \iigels; whereas the
small robots can even be backpacked. The whole setup ankidorea procedure can
be accomplished within less than ten minutes, includingtut the computers, to check
the network connection, and to check whether all sensork praperly.

4 Communications

Autonomous as well as teleoperated vehicles are commumgoadt wireless LAN. We

use a D-Link DI-774 access point that is capable to operatieerbGHz as well as in
the 2.4GHz band. All communications are based on the Iniezd3s Communication
(IPC) framework which has been developed by Reid SimmonsTI[# simultaneous
transmission of multiple digital video streams is carried loy an error-tolerant proto-
col, which we developed based on the IPC framework.

Moreover, the small robots are equipped with radio modutes operate in the
European 433MHz band with 10mW. This low-bandwidth commation is intended
as a backup solution for short-range communication in deswireless communication
fails.

5 Control Method and Human-Robot Interface

The overall goal of our team is to build autonomous robots.bélgeve that this goal
can possibly be achieved for the yellow arena, however quiti&ely for the red arena.
Therefore our control approach is twofold: teleoperatiothie red arena (large robots)
and autonomous operation in the yellow arena (team of soladts) and a combination
of both in the orange arena.

Teleoperation is carried out with a force-feedback joystitich is connected to
a portable Laptop (see figure 1(b)). Besides images fromdheeras mounted on the
robot, the operator receives readings from other sensach, &s range readings from
a LRF, compass measurements, and the battery state of thie Bdia from the LRF
is used to simplify the operator’s task of avoiding obstaclEhe 3D force-feedback
joystick indicates accurately the directions of incomimgiacle. This is carried out by



RoboGUI

(b)

Fig. 1. (a) The teleoperation window: range readings from a LRF (lower lefter), compass
measurements (upper edge) , and the view of the surrounding amaafi omni-directional
camera (lower right corner) are overlayed onto the front view. (ot & Feedback controller

applying a small force on the joystick that points into theaosgite direction in which
obstacles are detected. This feature makes it intuitivatgér for the operator to drive
into obstacles.

The Graphical User Interface (GUI) is realized by a similppr@ach as proposed
by the RoBrno team at RoboCup 2003[7]. Images from video casrere shown in full
size on the screen and additional sensor information idayead via a Head Up Display
(HUD). The operator might change the kind of information #meltransparency (alpha
value) of the displayed information via the joystick.

We designed a special omni-directional vision system tiatigdes a complete view
of the robot’s surroundings. This is particularly impottéar the operator to avoid ob-
stacle collisions while operating through narrow passagesides the omni-directional
view, the operator can select between a rear-view and friemt-camera. It is possible
to select one camera as "active” camera. Images from theeacdimera are shown in
full-screen to the operator, whereas images from all otheraras are sized-down and
displayed as an smaller overlays on the screen (see figujg 1 (a

Besides teleoperation, the operator has to construct a frtap arena. Optimally,
map generation takes place automatically in the backgranddhe operator has not to
care about. However, since 3D scanning needs time, thetopéias at least to initiate
this process manually in order not to be disturbed while gting. Our system indi-
cates good locations for taking 3D scans to the operator epdagts the result of the
matching process on the screen. At any time, the operatdilésta access the current
3D model of the environment. This is helpful if, for examplighting conditions are
bad. Additionally, the resulting map can also be used by h plainning algorithm for
recommending an optimal path to the operator’s currenirosin.

Autonomous control of robots is one of the most challenginglg in robotics,
which we are planning to achieve at least in the yellow ar&oa.this purpose we



are going to utilize techniques that we have already appiietessfully in thé&2000
league [6]. However, the autonomous control of robots ind@pRescue requires a
very detailed world model in 2D, or even in 3D if approachihg brange arena. In
the orange arena, conventional control methods for autonsmobots might fail since
they are tailored for operation in the plane with specificugiproperties (e.g. a soccer
field). Hence we are currently working on control methods ttean be executed with
respect to different conditions of the ground.

6 Map generation/printing

Our team develops simultaneously two different approadbesnapping and local-
ization. The choice for two localization approaches is du#éhe versatility of rescue
arenas: The yellow arena has to be explored and mapped asfpstssible, likewise
in 2D, whereas the orange and red arena can only be mappedkiggnese of 3D
sensors. Hence we plan to deploy fast and numerous robasifonomous 2D explo-
ration and a larger one, equipped with a 3D scanner, for ttenaatic, operator assisted
generation of maps.

@ (b)
Fig. 2. A 3D map generated from various scans in our lab (a). A 2D Map g&efeom the 3D
map (b). The location of the robot while mapping is shown by a blue trajector

On the one hand, we are working on an automatic map genesaftware that pro-
cesses data from a 3D LRF based on the ICP scan registratihiodntat recently has
been proposed by th&urt3D team[4] to the rescue league. Therefore, we constructed
a new system for taking 3D scans, which is described in Se@tié preliminary result
of the successful registration by the ICP method of 3D scakestin our Lab is shown
in figure 2 (a) and a 2D localization within this map is showfigure 2 (b).

On the other hand we are working on a method for the autonommu-robot
mapping supported by the active distribution of RFID tags. this purpose we con-
structed a special aperture, further described in Sectiyrtbht can be triggered to
release tiny RFID tag into the environment. Tags are detketay a RFID reader that
can be mounted on any robot. The deployment of tags, therggn$ienvironmental
structure, the absolute orientation and odometry, andeeciel of victim whereabouts
are communicated between the robots. From this informadiach robot is able to in-
tegrate a world model, which is consistent with those of ttheiorobots, whereas the



RFID tags, which are detectable with nearly no noise, arpating the alignment of
the individual maps build by each robot.

From the collected information a topological map emergédsckvcan be passed to
a human operator. The topological map consists of RFID tageedices and naviga-
tion directions and lengths as edges. The map is augmentkdtrictural and victim
specific information. Human ambulance teams that are alsipped with a RFID tag
reader might find the locations of victims more efficient tithirectly from a 2D/3D
map, since RFID tags can be used as signposts. However,aigertional maps can
be printed by our system and handed out to the human team.

7 Sensors for Navigation and Localization

As already stated in the previous section, our team hasdtéotdevelop a 3D LRF
device for the automatic mapping of rescue arenas. A modbleo§ensor can be seen
in figure 3. The LRF sensor is rotated by a strong servo motralhows a fast and
accurate vertical positioning of the device. As can be seem figure 3, the device
can be rotated by more than 200 degrees. This allows to takec&bs from the front
as well as from behind the robot. The design of this systeferdifrom the design of
other 3D scanners in that it is capable of collecting spaega ftom a large field of
view rather than dense data from a small field of view. We belibat the sparse data
collection will improve the speed of 3D mapping and the lafiggd of view will lead

to a larger overlap of scan points, which in turn, will incsedhe robustness of the scan
registration process. Robust scan registration is thes fasautonomousmapping.

@ (b)
Fig. 3. A hand-made 3D Laser Range Finder (LRF) device, shown from timt (&), and shown
from the back (b).

Also the autonomous exploration of robots requires an ateunodeling of the
environment. In RoboCupRescue this environment is thieeasional and thus re-
quires highly developed sensors for the navigation tasksah be seen in figure 7(a),
Section 9, our base for autonomous operation is equippdd Qvibfrared and 3 ul-
trasonic sensors. Furthermore, we added a compass, aeraticel sensor, and two
wheel-encoders for counting the revolution of each wheel.

2 Note that we distinguistautomatic mapping from autonomous mapping in that the latter also
includes the task of autonomous navigation



Fig. 4. The 3D camera "SwissRanger” from CSEM (a), and the accuratetatien sensor "In-
ertiaCube2” from InterSense (b).

These sensors provide sufficient information on the streatfi 2D environments.
However, in order to explore autonomously 3D environmdritfer sophisticated sen-
sors are necessary. Therefore we are planning to detedt3Bcatructures, such as
ramps and stairs, with a 3D camera (see figure 4 (a)), anddb tediably the 3D ori-
entation (yaw, roll and pitch) of the robot with a 3DOF senom InterSense (see
figure 4 (b)).

8 Sensors for Victim Identification

Victim identification is crucial for both autonomous opévatand teleoperation. The
latter can be simplified by augmenting video streams witliulseformation gathered
by image processing techniques or sensors that detectrmbgat, orC O, emission.

We utilized the Eltec 442-3 pyroelectric sensor to detegttiotion of victims. This
sensor can measure changes of the infrared radiation averTiherefore the sensor has
to be in motion in order to detect heat sources. For that mérpe mount the sensor on a
servo which allows a rotation of nearlg0 degrees. Due to the high thermal sensitivity
of the sensor, changes of the background radiation aretddtas well, which lead to
a noise contaminated signal. In order to separate the usigfitdl from noise, some
filtering techniques are used. Preliminary tests have shbuainit is possible to safely
detect human bodies within a distance of four meters.

Fig. 5. Series of pictures that demonstrates motion detection based on noisededifierence
images.



Fig. 6. Series of pictures that demonstrates victim face detection based on A3ABh simple
features.

Moreover, we examine image processing techniques forwidétection. In contrast
to the RoboCupSoccer domain, there is no color coding wiRthoCupRescue. This
means that image processing algorithms have to be capalieatihg with the full
color space, rather than with a small subset of pre-defineis;such as for example,
the ball color and the field color.

We utilized a fast approach for detecting motion within widgreams which is
based on the analysis of differences between subsequegeanafter filtering the
difference information from noise, a clustering is caltetathat is used for estimating
the probability of human motion. The whole process is showthie image series in
figure 5.

Besides motion, victims can also be detected from singlewighages by their
faces or fingers. Although this detection is hard under vayjlilumination conditions
and different view angles, a recent approach, originaltsooiuced by Viola and col-
leagues [5], produces also in the rescue domain promisigtse as can be seen in
figure 6. This approach combines the classification restlisudtiple, simple classi-
fiers by ADA boosting[1], which is contrary to former apprbas that favored one
complex model for the classification.

9 Robot Locomotion

Locomotion is carried out by three different robot platferfmot necessarily one for
each arena). In figure 7 all robots that will be deployed amsvsh Figure 7(a) shows a
fast and agile robot that will be used for the autonomous tegpioration. Figure 7(b)
shows a larger robot that is equipped with a LRF for mappirdy@bstacle avoidance,
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Fig. 7. Three of our robots: (a) an autonomous and agile robot, (b) a teketegetarge robot that
can drive ramps, (c) a teleoperated, large robot that can drivelie.

and multiple cameras in order to provide a good overview ¢odperator. Figure 7(c)
shows a toy-robot that is capable of climbing a pallet as shiovthe figure. The latter
two robots are supposed to be controlled by an operator.

10 Other Mechanisms

Figure 8 shows the prototype of a novel mechanism for theeadistribution of RFID
tags. The mechanism can easily be mounted on a robot or a Ri&hdacan be trig-
gered by setting the appropriate angles of a servo motors&h® motor opens a small
opening that releasesla3cmaxz1.3cm small chip, carrying the RFID tag. The chip can
be detected by a RFID tag reader that has to be mounted onhi®eveSince the tags
are transported on the robot within a metal box, they are detgctable after being
released. By this it can be guaranteed that a tag has beasedlby the mechanism
successfully. The shown device is capable of holding 5Q talgieh we plan to improve
towards a capacity of 100. Tags once deployed by robots csily & collected by a
vacuum cleaner.

(@) (b) (©)
Fig. 8. A novel mechanism (a) for the active distribution of RFID tags (b). Tkemanism in
action while mounted on a R/C car (c).



11 Team Training for Operation (Human Factors)

The teleoperation of rescue robots requires a long peridgthisfing, since communi-
cation delays but also the restricted field of view have todaered by the operator.
We plan to perform regular competitions between our team Ipeesnin order to deter-
mine the person most suitable for teleoperation. Compeatiegbers will have to build
challenging arenas in order to make the current operatsksntare difficult.

Furthermore, a large amount of practicing is necessaryr&mitg a team of au-
tonomous robots. Since this is a very tedious task, we deé¢aetilized the USARSIm
simulation system, which is based on the Unreal2003 gammerfgee figure 9(a)).
The simulation of the robots is crucial in order to speedhgdevelopment of multi-
agent behaviors as well as providing data for learning aqpres. Figure 9(b) shows
an occupancy grid and Vector Field Histogram (VFH) of onewfr@bots simulated in
the yellow arena.

(2 [Unreal Toumament 2003

@

Fig. 9. Robot simulation with USARSIm, based on the Unreal2003 game enginen@ajha
corresponding Vector Field Histogram (VFH) for obstacle avoidange (b

12 Possibilities for Practical Application to Real Disaste Site

Our team has no experience with any practical applicatidhercontext of real disaster
sites. Anyway, we are confident that some of the techniguéseat by our team are
likely helpful for supporting real rescue teams.

A mobile device for the automatic generation of 3D maps mightvery helpful
if, for example, rescue teams have to decide optimal logatior starting excavations.
The generated maps could also be used for providing a beterof the situation in
the field to an outside operator/instructor.

Our approach of autonomous exploration with RFID tags mighvery helpful in
case the disaster site is large and little blocked with rebglich as the yellow arena.



Since our robots are small and cheap, they can be a real binafithuman team that
could focus more on victim healing and transport.

13 System Cost

Generally, our philosophy is to provide solutions that avedjas possible but also cheap
as possible. Hence some of our robots are based on R/C cacathiae bought for less
than 100 USD. The following three tables list the approxem&ists of each robot type.
A detailed description of each robot part that we use, isddarthe appendix.

[Name |Part [Price in USONumbetPrice Total in USD
Robot Base 50 1 50
Micro Controller MC9S12DG256 120 1 120
IR Sensor GP2D12 12 9 108
Sonic Sensor SRFO08 53 3 159
Compass Sensor CMPS03 53 1 53
Flex Sensor FLEXS 18 2 36
Pyroelectric Sensor R3-PYROO01 64 1 64
Odometry Sensor R238-WWO01-KIT 60 1 60
Acceleration Sensor ADXL202 100 1 100
Radio Modul ER400TRS 45 1 45
WLAN Adapter ADL-AG650 77 1 77
CPU Board speedMOPSIcdCE 390 1 390
RFID Reader Medio S002 370 1 370
Sum: 1 1582
Sum Total: 3 4746
Table 1. Costs for Team of small robots.

[Name |Part |Price in USONumbefPrice Total in USD
Robot Base Pioneer Il 4000 1 4000
FireWire Camera Sony DFW-V50( 1000 4 4000
FireWire HUB 60 1 60
Laser Range Finder Sick LMS200 4000 1 4000
LRF 3D Extension 900 1 900
3 DOF Orientation Sensbs Inertia Cube 1500 1 1500
Laptop MP-XP731DE 1900 1 1900
Sum Total: 3 16360

|

Table 2. Costs for Large Robot I.



[Name |Part |Price in USONumbefPrice Total in USD

Robot Base Tarantula 99 1 99

FireWire Camergsony DFW-V50( 1000 2 2000

FireWire HUB 60 1 60

Laptop MP-XP731DE 1900 1 1900

Sum Total: 3 4059
Table 3. Costs for Large Robot I1.
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14  Appendix

NUMBER: 1

KEY PART NAME: MC9S12DG256

PART NUMBER: CARDS12DG256

MANUFACTURER: Elektronik Laden

COST: 120 USD

WEBSITE: http://www.elektronikladen.de/cards12.html

DESCRIPTION: Micro Controller mit 256KB Flash, 4KB EEPRONRZKB RAM

NUMBER: 2

KEY PART NAME: IR Sensor

PART NUMBER: GP2D12
MANUFACTURER: Sharp

COST: 12 USD

WEBSITE: http://www.roboter-teile.de
DESCRIPTION: IR Sensor



NUMBER: 3

KEY PART NAME: Ultra Sonic Sensor
PART NUMBER: SRF08
MANUFACTURER:

COST: 53 USD

WEBSITE: http://www.roboter-teile.de
DESCRIPTION: Ultra Sonic Sensor

NUMBER: 4

KEY PART NAME: Compass modul
PART NUMBER: CMPS03
MANUFACTURER:

COST: 48 USD

WEBSITE: http://www.roboter-teile.de
DESCRIPTION: Compass

NUMBER: 5

KEY PART NAME: Flexsensor Age Inc.

PART NUMBER: FLEXS

MANUFACTURER:

COST: 18

WEBSITE: http://www.roboter-teile.de
DESCRIPTION: Sensor that detects deformation

NUMBER: 6

KEY PART NAME: Pyroelectric sensor package

PART NUMBER: R3-PYRO1

MANUFACTURER: Acroname

COST: 64 USD

WEBSITE: http://www.acroname.com/robotics/parts/R3R&XL.html
DESCRIPTION: Sensor that detects human motion

NUMBER: 7

KEY PART NAME: Odometry

KEY PART NAME: Two Wheel Servo Encoder Kit

PART NUMBER: R238-WWO01-KIT

MANUFACTURER: Acroname

COST: 60 USD

WEBSITE: http://www.acroname.com/robotics/parts/R288v01-KIT.html
DESCRIPTION: Sensor that counts wheel revolution

NUMBER: 8
KEY PART NAME: Acceleration Sensor



PART NUMBER: ADXL202

MANUFACTURER: Analog Devices

COST: 100 USD

WEBSITE: http://www.analog.com/library/analogDialogarechives/35-04/ADXL202/
DESCRIPTION: Sensor that detects acceleration and tdttiwb direction

NUMBER: 9

KEY PART NAME: Radio modul 433MHz - LPRS

PART NUMBER: ER400TRS

MANUFACTURER: Easy Radio

COST: 45USD

WEBSITE: http://www.roboter-teile.de

DESCRIPTION: Modul for radio transmission of RS232 signals

NUMBER: 10

KEY PART NAME: Robot Base

PART NUMBER:

MANUFACTURER:

COST: 50 USD

WEBSITE:

DESCRIPTION: Differential drive toy robot

NUMBER: 11

KEY PART NAME: DWL-AG650

PART NUMBER:

MANUFACTURER: D-Link

COST: 77 USD

WEBSITE: http://www.dlink.de

DESCRIPTION: IEEE 802.11a/b/g PCMCIA Card

NUMBER: 12

KEY PART NAME: DI-774

PART NUMBER:

MANUFACTURER: D-Link

COST: 160 USD

WEBSITE: http://www.dlink.de

DESCRIPTION: IEEE 802.11a/b/g Access Point

NUMBER: 13

KEY PART NAME: CPU Board

PART NUMBER: speedMOPSIcdCE

MANUFACTURER: Kontron

COST: 390 USD

WEBSITE: http://www.kontron.de

DESCRIPTION: PC104 733MHz Board, runs under Linux



NUMBER: 14

KEY PART NAME: RFID Reader

PART NUMBER: Medio S002
MANUFACTURER: Ades

COST: 370 USD

WEBSITE: http://www.ades.ch
DESCRIPTION: Universal RFID Reader

NUMBER: 15

KEY PART NAME: InertiaCube2

PART NUMBER:

MANUFACTURER: InterSense

COST: ca. 1800 USD

WEBSITE: http://www.roboter-teile.de

DESCRIPTION: Modul for radio transmission of RS232 signals

NUMBER: 16

KEY PART NAME: FireWire Camera

PART NUMBER: Sony DFW-V500

MANUFACTURER: Sony

COST: 1000 USD

WEBSITE: http://www.ccddirect.com/online-store/scsipr114100.html
DESCRIPTION: Sony FireWire Camera

NUMBER: 17

KEY PART NAME: FireWire HUB

PART NUMBER: IEEE 1394 6-PORT REPEATER
MANUFACTURER:

COST: 60 USD

WEBSITE: www.conrad.de

DESCRIPTION: FireWire HUB

NUMBER: 18

KEY PART NAME: 3D Camera

PART NUMBER: SwissRanger
MANUFACTURER: CSEM

COST: ca. 7000 USD

WEBSITE: http://www.swissranger.ch
DESCRIPTION: 3D Camera

NUMBER: 19

KEY PART NAME: Robot Base
PART NUMBER: Pioneer Il
MANUFACTURER: ActiveMedia



COST: ca. 4000 USD
WEBSITE: http://www.activmedia.com
DESCRIPTION: Robot Platform

NUMBER: 20

KEY PART NAME: Robot Base

PART NUMBER: Tarantula Toy Robot
MANUFACTURER:

COST: 99 USD

WEBSITE: http://www.amazon.com
DESCRIPTION: Robot Platform

NUMBER: 21

KEY PART NAME: LRF

PART NUMBER: LMS 200
MANUFACTURER: Sick

COST: 4000 USD

WEBSITE: http://www.sick.de
DESCRIPTION: Laser Range Finder

NUMBER: 22

KEY PART NAME: LRF 3D Extension
PART NUMBER:

MANUFACTURER: Uni Freiburg

COST: ca. 800 USD

WEBSITE:

DESCRIPTION: Device for rotating a LRF

NUMBER: 23

KEY PART NAME: JVC Laptop
PART NUMBER: MP-XP731DE
MANUFACTURER: JvC
COST: 1900 USD

WEBSITE:

DESCRIPTION: Laptop



