Chapter 4

Nondeterministic planning

4.1 Nondeterministic operators

In this section we will present a basic translation of nondeterministic operators into the proposi-
tional logic and a regression operation for nondeterministic operators. In the next sections we will
discuss a general framework for computing with nondeterministic operators and their transition
relations which are represented as propositional formulae. This framework provides techniques
for computing both regression and progression for sets of states that are represented as formulae.

4.1.1 Regression for nondeterministic operators

Regression for deterministic operators is given in Definition 3.5. It can be easily generalized to a
subclass of nondeterministic operators.

Definition 4.1 (Regression for nondeterministic operators)Let ¢ be a propositional formula
ando = (c,e1]| - - - |e,) an operator where, . . ., e, are deterministic. Define

regrgd(d)) = regr(c,m) ((f)) JARRRNA regr(c,en>(¢)'

Theorem 4.2 Let ¢ be a formula overd, o an operator overd, andS the set of all states ovet.
Then{s € S|s |= regr*d(¢)} = spreimg({s € S|s = ¢}).
Proof: Leto = (c, (e1] - - |en)).

{s € Sls [=regry(¢)}

- {S € S’S ': regr(c,e1>(¢) JARRRNA regr(c,en>(¢>}

= {S € S’S ': regr(c,eﬂ(d))? ceey S ): regr(c,en>(¢)}

= {S S S’app(c,eﬁ(s) ': G, ... 7app(c,en> (3) ): QS} T3.7

={s e S|s' E ¢forall & € img,(s) and there is’ = ¢ with sos’}

= spreimg({s € S|s |= ¢})

The second last equality is becaus, (s) = {apP.e;)(5), - - - > PP, () }- O

Example 4.3 Leto = (d, (b|—c)). Then

regrid(b « c) = regrgp (b < c) Aregry (b« c)
(dAN(T =) AdA (b 1))
dAcA—b.
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4.1.2 Translation of nondeterministic operators into propositional logic

In Section 3.6.2 we gave a translation of deterministic operators into the propositional logic. In
this section we extend this translation to nondeterministic operators.
We define for effects the setchangese) of state variables that are possibly changed lyr
in other words, the set of state variables occurring in an atomic effect in
changesa

) = {a}
change$—a)
changeéc > ¢) = changese)
changeée; A --- Ae,) = changege;) U - - - U changesge,,)
changege;| - - - |e,) = changege;) U - - - U changese,)

We make the following assumption to simplify the translation.

Assumption 4.4 Leta € A be a state variable. Let; A - - - A e, occur in the effect of an operator.
If e1,...,e, are not all deterministic, then or —a may occur as an atomic effect in at most one
ofer,...,e,.

This assumption rules out effects like|b) A (—a|c) that may make: simultaneously true
and false. It also rules out effects liké&d > a)|b) A ((—d > —a)|c) that are well-defined and
could be translated into the propositional logic. However, the additional complexity outweighs
the benefit of allowing them. Effects can often easily be transformed by the equivalences in Table
2.3 to satisfy Assumption 4.41(d > a)|b) A ((—d > —a)l|c) is equivalent ta(d > a) A (—d >
—a))|((d > a) A Q)| (b A (~d > =a))|(bAc).

The problem in the translation that does not show up with deterministic operators is that for
nondeterministic choices | - - - |e,, the formula for eacla; has to express the changes for exactly
the same set of state variables. ThisBas given as a parameter to the translation function. The
setB has to include all state variables possibly changed by the effect.

(e) = 7 (e) whene is deterministic
ndﬂ'%d(ell o len) = 7%3(61) VeV TEd(en%d N
TR (et AN Ney) = TB\(BQU"'UBn)(el) A 732(62) ARERWA TBn(en)
whereB; = changeée;) forall i € {2,...,n}

The first part of the translatiorfi(e) for deterministice is the translation of deterministic effects
we presented in Section 3.6.2 restricted to state variablés. iThe other two parts cover all
nondeterministic effects in normal form. In the translatiorof\ - - - A e,, all state variables that
are not changed are handled in the translatiom,;of Assumption 4.4 guarantees that for each
() all state variables changed byare inB.

Example 4.5 We translate the effect

e = (al(d > a)) A (cld)
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into a propositional formula. The set of state variabled is {a,b, c,d}.

e (€) = 7lo (al(d > a)) A 7i (cld)
= (77, {a b}(a) v T{a b}(d > a)) /\( d (c) \/TPcdd}(d))
— (@R (b )V ((a v d) = a) A (b DA
(& A (d o @)V (e o &) A )

For expressing a state in terms 4f instead ofA, or vice versa, we need to map a valuation
of A to a corresponding valuation of’, or vice versa. for this purpose we defigled’ /A] =

{{d’, s(a))|a € A}.

Definition 4.6 Let A be a set of state variables. Let= (c, e) be an operator over in normal
form. Definerl9(o) = ¢ A 719(e).

Lemma 4.7 Leto be an operator over a set of state variables. Then
{v|vis a valuation ofA U A’ v |= 71%(0)} = {s U s'[A4"/A]|s,s" € S, 5" € img,(s)}.

Proof: We show that there is a one-to-one match between valuations satisfyfiag and pairs of
states and their successor states.

For the proof from right to left assume thaainds’ are states such that € img,(s). Hence
there isE € [e]; such that’ is obtained froms by making literals inZ true. Letv = sUs'[A’/A].
We show thav [= 71%0). Leto = (c, e). Sinceimg,(s) is non-emptys |= c. It remains to show
thatv [= 779(e).

Induction hypothesis: Let be any effect over a sd#® of state variables, andand s’ states
such for somev € [e]s s’ = E ands(a) = s'(a) for everya € B such that{a, ~a} N E = 0.
Thens U s'[A’/A] = 70(e).

Base casee is a deterministic effect. There is only ofie € [e];. A proof similar to that of
Lemma 3.42 shows thatu s’[A’/A] = hd(e).

Inductive case le = e; A --- A ey! By definitionr (61 A Nep) = Tg‘{(BQUMUBn)(el) A
T (e2) A+ AT (e,) for B; = changeée;),i € {2,... ,n}. Let £ be any member d], and
s’ a state such that = F ands(a) = s'(a) for everya € B such that{a,—a} N E = (. By
definition of [e]; we haveE = E, U --- U E,, for someE; € [e;]; for everyi € {1,...,n}. The
assumptions of the induction hypothesis hold for evggndB;,i € {2,...,n}:

1. s’ E E; becauser; C E.
2. By Assumption 4.4(a) = s'(a) for everya € B; such thaf{a, —a} N E; = 0.

Similarly for e; andB\(32 U---UB,). Hences U s'[A"/A] & Tg?(ei) foralli € {2,...,n}and
sUS'[A'JAl E T3 5,..up,) (i), and therefore U s'[A'/A] |= 7}(e).

Inductive case 2% = 1] - - \en By definition (e | - - - |e,) = 7hd(e1) V - - v 70(e,,). By
definition[e1] - - - [en]s = [e1]s U -+ U [en]s. HenceE € [e]s for somei € {1,...,n}. Hence
the assumptions of the induction hypothesis hold for at leastgnec {1,...,n} and we get
sUs'[A'JA] = TM(e;). AsThd(e;) is one of the disjuncts affid(e) finally s U s'[A"/A] = 70(e).

For the proof from left to right assume that= () for v = s U s'[A’/A]. We prove by
structural induction that the changes frarto s’ correspond tde]s.



CHAPTER 4. NONDETERMINISTIC PLANNING 69

Induction hypothesis: Letbe any effectp a set of state variables that includes those occurring
in e, ands ands’ states such that |= 714(e) wherev = s U s'[A/A]. Then there iSZ € [e]s such
thats = F ands(a) = s'(a) for all a € B such thafa, —a} N E = 0.

Base casee is a deterministic effect. There is only o € [e];. A proof similar to that of
Lemma 3.42 shows that the changes betweands’ for « € B correspond tdv.

Inductive case 1g = e; A --- Ae,: By definitionfe]; = {E1U---UE,|Eq € [e1]s,..., En €
len]s}, and by Assumption 4.4 sets of the state variables occurring,in ., e, are disjoint.
By definition 7/d(eq A -+ A en) = TB({(BQU"'UBn)(el) A ng(eg) A A Tgi(en) for B, =
changege;),i € {2,...,n}. The induction hypothesis for and alla € B is directly by
the induction hypothesis for al € B = (B\(B; U ---U By,)) U By U --- U B,, because
v E TB?(BQU"'UBn)(el) A ng (ea) A=+ A Tg(i (en).

Inductive case Z = e;| - - - |e,: By definition[e; |- - - |en]s = [e1]s U+ - - U[en]s. By definition
Meq| - len) = T(er) Vv - vV T8(e,,). Because = mhd(er| - len), v = T(e;) for some
i € {1,...,n}. By the induction hypothesis therefisc [e;]s with the given property. We get the
induction hypothesis for becausée;]s C [e]s and hence als& € [e]s.

Therefores’ is obtained froms by making some literals itE € [e]s true and retaining the
values of state variables not mentionedfinands’ € img,(s). O

4.2 Computing with transition relations as formulae

As discussed in Section 2.3, formulae are a representation of sets of states. In this section we show
how operations on transition relations have a counterpart as operations on formulae that represent
transition relations.

Most implementations of the techniques in this section are based on binary decision diagrams
(BDDs) [Bryant, 1992, a representation (essentially a normal form) of propositional formulae
with useful computational properties, but the techniques are applicable to other representations of
propositional formulae as well.

4.2.1 Existential and universal abstraction

The most important operations performed on transition relations represented as propositional for-
mulae are based axistential abstractiomnduniversal abstraction

Definition 4.8 Existential abstractionf a formula¢ with respect to an atomic propositianis
the formula

Ja.6 = ¢[T/a] v ¢[L/al.
Universal abstraction is defined analogously by using conjunction instead of disjunction.
Definition 4.9 Universal abstractionf a formula¢g with respect to an atomic propositianis the

formula

Va.p = @[T /a] A ¢[L/a].

Existential and universal abstractiongvith respect to et of atomic propositionis defined
in the obvious way: fo3 = {by,...,b,} such thatB is a subset of the propositional variables
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occurring ing define
dB.¢ = 3b1.(Fba.(...Tbp.0...))
VB.¢p = Vb1.(Vba.(...Vbyp.00...)).

In the resulting formulae there are no occurrences of variablés in

Let ¢ be a formula over. ThendA.¢ is a formula that consists of the constamtand_ L. and
the logical connectives only. The truth-value of this formula is independent of the valuatitbn of
that is, its value is the same for all valuations.

The following lemma expresses the important properties of existential and universal abstrac-
tion. When we writev U o' for a pair of valuations we view valuationsas binary relations, that
is, sets of pairs such théta, b), (a,c)} & v for anya, b ande such thab # c.

Lemma 4.10 Let ¢ be a formula overd U A’ andv’ a valuation ofA’. Then
1. v E JA.¢ifand only if (v U') |= ¢ for at least one valuation of A, and
2. v EVA.gifandonly if(v Uv') = ¢ for all valuationsv of A.

Proof: We prove the statements by induction on the cardinalityl ofVe only give the proof for
3. The proof forv is analogous to that fof.
Base cas¢A| = 0: There is only one valuation = () of the empty sed = (). When there is
nothing to abstract we haw#).¢ = ¢. Hence triviallyv” = 30.¢ if and only if (v U 0) = ¢.
Inductive caseA| > 1: Take anya € A. v/ = 3A.¢ if and only if ' = 3A\{a}.(¢[T /a] V
¢[L/a]) by the definition o8a.¢. By the induction hypothesis = 3A\{a}.(¢[T /a] V ¢[L/a])
if and only if (voUv') = [T /a|V¢|[L/a] for at least one valuatiom of A\{a}. Since the formula
o[T/a] v ¢[L/a] represents both possible valuations:oh ¢, the last statement is equivalent to
(vU ") = ¢ for at least one valuation of A. O

4.2.2 Images and preimages as formula manipulation

Let A = {a1,...,an}, A = {d},...,a},} andA” = {df,...,all}. Let ¢, be a formula over
AU A’ and ¢, be a formula overd’ U A”. The formulae can be viewed as representations of
2™ x 2™ matrices or as transition relations over a state space op%ize

The product matrix of; andg, is represented by a the following formula ovér A”.

HA,.¢1 A ¢pa

Example 4.11 Let ¢; = a < —a’ andgy = o’ < a” represent two actions, reversing the truth-
value ofa and doing nothing. The sequential composition of these actions is

g1 Ay = (fa o D) AT = a9V (0. =L)AL @)
(2 0 DAT <@V (o DAL o)

(L(—>—|a

This idea can be used for computing the images, preimages and strong preimages of operators
and sets of states in terms of formula manipulation by existential and universal abstraction. Table
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matrices formulas sets of states
vectorVi «p, formula over4 set of states
matrix My, «n formula overd U A’ transition relation
Visn +Vign | 61V ¢ set union
b1 N ¢a set intersection
Myscn X Npsen, | 3A'(779(0) A 779(0)[A” JA!, A’/ A])[A’/A"] | sequential compositiono of
Visn X Maxn | (346 A T9(0)))[A/ 4] img,(T)
Mysen X Vyser | 3A'(77900) A ¢[A’/A]) preimg,(T")
VA'.(T79(0) — ¢[A"/A]) A FA'.779(0) spreimg(7T)

Table 4.1: Correspondence between matrix operations, Boolean operations and set-
theoretic/relational operations. Aboe = {s € S|s = ¢}, M is the matrix corresponding
to 719(0) and NV is the matrix corresponding .

4.1 outlines a number of connections between operations on vectors and matrices, on propositional
formulae, and on sets and relations. For transition relations we use valuatiohs)of’ for
representing pairs for states and for states we use valuatiohs of

Lemma 4.12 Let ¢ be a formula overd and v a valuation ofA. Thenv = ¢ if and only if
v[A'/A] |= ¢[A"/ A, and(o[A"/A])[A/A] = o.

Definition 4.13 Leto be an operator ang a formula. Define

img,(¢) = (34.(¢ A 74%0)))[A/A']
preimg,(¢) = 3A".(7}%o0) A ¢[A'/A])
spreimg(¢) = YA'.(779(0) — ¢[A’/A]) A A" .779(0).

Theorem4.14LetT = {s € S|s = ¢}. Then{s € S|s = img,(¢p)} = {s € S|s
(3A4.(6 A TRY0)))[A/A]} = img,(T).

Proof: s' = (3A.(¢ A 71%0)))[A/A"] O
iff s'[A’/A] = 3A.(¢p A TY%0)) L4.12
iff there is valuations of A such thats U s'[A'/A]) = ¢ A 77%(0) L4.10

iff there is valuations of A such that |= ¢ and(s U s'[A"/A]) = 77%0)

iff there iss € T such that(s U s'[A"/A]) = 77%(0)

iff there iss € T such thats’ € img,(s) L4.7
iff s €img,(T).

Theorem4.15LetT = {s € S|s = ¢}. Then{s € S|s = preimg,(¢)} = {s € S|s |
JA'.(7h8(0) A [A'/A])} = preimg,(T).
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Proof: s = 3A'.(70%0) A ¢[A’/A])
iff there iss), : A’ — {0, 1} such thats U s)) |= 77%(0) A ¢[A’/A]
iff there issf) : A’ — {0, 1} such thats), = ¢[A’/A] and(s U sh) = 71%0) L4.10

iff there iss’ : A — {0, 1} such that’ = ¢ and(s U s}) = 71%o0) L4.12
iff there iss’ € T such tha(s U s'[A’/A]) = 71%(0)
iff there iss’ € T such thats’ € img,(s) L4.7
iff there iss’ € T such thats € preimg,(s’) (5) of L2.2
iff s € preimg,(7).
Above we define’ = s,[A/A’] (and hence), = s'[A’/A].) O

Theorem4.16LetT = {s € S|s = ¢}. Then{s € S|s |= spreimg(¢)} = {s € S|s |
VA" .(779(0) — ¢[A"/A]) AFA .77%(0)} = spreimg(T).

Proof:
s = VA .(T7900) — ¢[A"/A]) A FA'.779(0)
iff s = VA" (7790) — #[A’/A]) ands = FA".71%0)
iff (sUsp) = 70900) — ¢[A"/A] forall s, : A’ — {0,1} ands = 34’.77%0) L4.10
iff (sUsp) = 7190) or s) = ¢[A’/A] forall sy : A’ — {0,1} ands = 3A’".77%(0)
iff (sUs'[A"/A]) = m0%0) ors’' =g foralls’: A — {0,1} ands = 3A".77%0)  L4.12
iff s’ ¢img,(s)ors’ |=¢foralls’ : A— {0,1} ands = 3A".77%0) L4.7
iff s’ € img,(s) impliess’ = ¢ forall s’ : A — {0,1} ands = 3A’.71%0)
iff img,(s) C T ands = 34’.77%0)
iff img,(s) C T and there i’ : A — {0,1} with (s U s'[4’/A]) = 77%0) L4.10
iff img,(s) C T and there is’ : A — {0, 1} with s’ € img,(s) L4.7
iff img,(s) C T and there is’ € T with s’ € img,(s)
iff img,(s) C T and there is’ € T with sos’
iff s € spreimg(7T).

Above we defines’ = s,[A/A’] (and hence), = s'[A’/A].) O

Corollary 4.17 Leto = (c, (e1] - - |en)) be an operator such that all; are deterministic. The
formula spreimg(¢) is logically equivalent to redi(¢4) as given in Definition 4.1.

Proof: By Theorems 4.2 and 4.1 € S|s = regry(¢)} = spreimg({s € S|s = ¢}) = {s €
S|s = spreimg(¢)}. O

Example 4.18 Leto = (c,a A (a > b)). Then
regrd(a Ab) =cA(TABVa)=cA(bVa).
The transition relation of is represented by

M) =cnd A((bVa) = V)A(ced).
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The preimage of A b with respect tw is represented by

Ja't'c .((a/ ANV) ATY(0)) = Fa'V((a' ANY)Aend A((bVa) < b)A(ced))
= 3V (d ANV AeN(DVa)A)
='WV ANeA(bVa)Ad)

A (eN(bVa)AC)

cA(bVa)

Hence regression for nondeterministic operators (Definition 4.1) can be viewed as a specialized
method for computing preimages of sets of states represented as formulae.

Many algorithms include the computation of the union of images or preimages with respect
to all operators, for examplg) ., img,(T'), or in terms of formulae)/ ., img,(¢) whereT =
{s € S|s = ¢}. Atechnique used by many implementations of such algorithms is the following.
Instead of computing the images or preimages one operator at a time, construct a combined tran-
sition relation for all operators. For an illustration of the technique, consiugy;, (¢) V img,, (¢)
that represents the union of state sets representeddyy(¢) andimg,, (¢). By definition

imgs, (¢) V img,, (¢) = (3A.(¢ A 4%01)))[A/A'] V (3A.(¢ A TiY(02)))[A/A).

Since substitution commutes with disjunction we have

My, (¢) ViMgs, (¢) = (3A.(¢ A T3 (01))) V (34.(6 A T2%02)))[A4/A].

Since existential abstraction commutes with disjunction we have

Mgy, (¢) VMg, (¢) = (3A.((¢ A 7Y (01)) V (& A T3%Y(02))))[4/A].

By logical equivalence finally

imgs, (¢) Vimg,, (¢) = (3A.(¢ A (TA%o01) v 74%02)))) [A/A'].

Hence an alternative way of computing the union of imaggs,, img,(¢) is to first form the
disjunction\/,., 71%(0) and then conjoin the formula with and only once existentially abstract
the propositional variables id. This may reduce the amount of computation because existential
abstraction is in general expensive and it may be possible to simplify the form{g@g:rgd(o)
before existential abstraction.

The definitions ofreimg,(¢) andspreimg(¢) allow using\/ ., ng(o) in the same way.

Notice that defining progression for arbitrary formulae (sets of states) seems to require the ex-
plicit use of existential abstraction with potential exponential increase in formula size. A simple
syntactic definition of progression similar to that of regression does not seem to be possible be-
cause the value of a state variable in a given state cannot be stated in terms of the values of the
state variables in the successor state. This is because of the asymmetry of deterministic actions:
the current state and an operator determine the successor state uniquely but the successor state
and the operator do not determine the current state uniquely. In other words, the changes that
take place are a function of the current state, but not a function of the successor state. Taking an
action erases the information that determines which changes take place between two states. This
information is visible in the predecessor state but not in the successor state.
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4.3 Problem definition

We state the conditional planning problem in the general form. Because the number of observa-
tions that are possible has a very strong effect on the type of solution techniques that are applicable,
we will discuss algorithms for three classes of planning problems that are defined in terms of re-
strictions on the seB of observable state variables.

The setB did not appear in the definition of deterministic planning. This is the saltsérvable
state variablesThe idea is that plans can make decisions about what operations to apply and how
the execution proceeds based on the values of the observable state variables. Restrictions on
observability and sensing emerge because of various restrictions on the sensors human beings and
robots have: typically only a small part of the world can be observed.

However, because of nondeterminism and the possibility of more than one initial state, it is
in general not possible to use the same sequence of operators for reaching the goals from all the
initial states, and a more general notion of plans has to be used.

Nondeterministic planning problems under certain restrictions have very different properties
than the problem in its full generality. In Chapter 3 we had the restriction to one initial gtate (
was defined as a valuation) and deterministic operators. We relax these two restrictions in this
chapter, but still consider two special cases obtained by restrictions on tli cfedbservable
state variables.

1. Full observability.

This is the most direct extension of the deterministic planning problem of the previous
chapter. The difference is that we have to use a more general notion of plans with branches
(and with loops, if there is no upper bound on the number of actions that might be needed
to reach the goals.)

2. No observability.

Planning without observability can be considered more difficult than planning with full ob-
servability, although they are in many respects not directly comparable.

The main difference to deterministic planning as discussed in Chapter 3 and to planning
with full observability is that during plan execution it is not known what the actual current
state is, and there are several possible current states. This complication means that planning
takes place ithe belief spacethe role of individual states in deterministic planning is taken

by sets of states, calldzlief states

Because no observations can be made, branching is not possible, and plans are still just
sequences of actions, just like in deterministic planning with one initial state.

The type of observability we consider in this lecture is very restricted as only values of in-
dividual state variables can be observed (as opposed to arbitrary formulae) and observations are
independent of what operators have been executed before. Hence we cannot for example directly
express special sensing actions. However, extensions to the above definition like sensing actions
can be relatively easily reduced to the basic definition but we will not discuss this topic further.

4.3.1 Memoryless plans

We use two definitions of plans. The simpler definition, formalized as mappings from states
to operators, is applicable to fully observable planning problems only. The general definition
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has a sufficient generality for all kinds of planning problems, and includes the sequential plans
considered for deterministic planning as a special case.

Definition 4.19 Let(A, I,0, G, V) be a succinct transition system. Lebe the set of states (all
Boolean valuations oft). Then amemoryless plais a partial functiont : S — O.

To be able to execute a memoryless plan the current state must always be known, otherwise the
correct operator in general cannot be correctly chosen. Hence we always assume full observability
when using a memoryless plan. In the context of Markov decision processes (see Section 5.5)
memoryless plans are also knownpadiciesor history dependent policies

We define the satisfaction of plan objectives in terms of the transition system that is obtained
when the original transition system is being controlled by a plan, that is, the plan chooses which
of the transitions possible in a state is taken.

Definition 4.20 (Execution graph of a memoryless plan)Letw be a memoryless plan for a suc-
cinct transition systemiA, I, O, G, V). Then theexecution graplof = and the transition system is
the graph(S, E) where

1. FEC S x Sand
2. (s,8') € Eif s €img,(s).

The states such thats |= I areinitial nodesof the execution graph, and the statesuch that
s = G aregoal nodef the execution graph. We have introduced the nodes of an execution graph
as a notion that is separate from the states in the transition system because for the more general
notion of plans we define next these two notions do not coincide.

4.3.2 Conditional plans

Plans determine what actions are executed. We formalize plans as a form of directed graphs. Each
node is assigned an operator and information on zero or more successor nodes.

Definition 4.21 LetIl = (A, 1,0, G, V) be a succinct transition system.phanfor IT is a triple
(N,b,1) where

1. N is afinite set of nodes,
2. b C L x N maps initial states to starting nodes, and

3.1: N — O x 2%V js a function that assigns each noden operator and a set of pairs
(¢,n’) whereg is a formula over the observable state variabléandn’ € N is a successor
node.

Nodesn with I(n) = (o, ()) for someo € O are terminal nodes

Ignoring the operators and branch formulae in a ptawe can construct a grapf(7) =
(N,E)with E C N x N such thatn,n’) € Eiff (¢,n’) € Bfori(n) = (o, By and somep. A
plan is acyclic if there is no non-trivial path starting and ending at the same na@érin

Plan execution starts from a nodec N and states such that(¢,n) € b ands = I A ¢.
Execution in node: with I(n) = (o, B) proceeds by executing the operada@nd then testing for
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each(¢,n’) € l(n) whetherg is true in all possible current states, and if itis, continuing execution
from plan noden’. At most onep may be true for this to be well-defined. Plan execution ends
when none of the branch labels matches the current state. In a terminal node plan execution
necessarily ends.

Definition 4.22 (Execution graph of a conditional plan) Let(A, I, O, G, V') be a succinct tran-
sition system anda = (N, b,[) be a plan. Defin¢he execution grapbf = as a pair(M, E) where

1. M =8 x (NU{L}),whereS is the set of Boolean valuations 4f

2. E C M xM hasan edge fronts,n) € SxNto(s',n') € SxNifandonlyifi(n) = (o, B)
and for some¢, n’) € B

(@) ¢’ €img,(s) and
(b) s | o.
and an edge fronfs,n) € S x N to (s/, L) if and only if

(@) I(n) = {0, B),
(b) s’ €img,(s), and
(c) there is no{¢,n’) € B such thats’ |= ¢.

The initial nodesof these execution graphs are nodes») such thats = I ands = ¢ for
some(p,n) € b.

Thegoal nodef these execution graphs are nodes:) such thats = G.

We can translate every memoryless plan to a conditional plan.

Definition 4.23 Let (A, I,0, G, V) be a succinct transition system. Lgte the set of all states
onA. Letr : S — O be a memoryless plan. Defiagr) = (N, b,1) where

1. N=0,
2. b= {(FMA({s € S|n(s) = o}),0)|o € O}, and
3. (o) = (0, {{FMA({s € S|m(s) = 0}),0')|o’ € O})forall o € O.

Above FMA(T) is a formulag such thatl’ = {s € S|s = ¢}.

The memoryless plan corresponds the conditional plaf(r) in the sense that the subgraphs
induced by the initial nodes are isomorphic, and this isomorphism preserves both initial and goal
nodes.

4.3.3 Decision problems

There are different types of objectives the plans may have to fulfill. The most basic one, considered
in much of Al planning research, is the reachability of a goal state. In this case every plan execution
has a finite length. Also problems with infinite plan executions can be considered. A plan does
not reach a goal and terminate, but is a continuing process that has to repeatedly reach goal states
or avoid visiting bad states. Examples of these are different kinds of maintenance tasks: keep a
building clean and transport mail from location A to location B.
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We consider two objectives defined in terms of finite plan executions. The first objective re-
quires, just like in deterministic planning, that a goal state is reached after a given number of
operator executions.

Not all planning problems that have an intuitively plausible solution are solvable under this
objective. A problem that is intuitively solvable is tossing a coin until it yields heads. This problem
can be in practice always solved after a small number of tosses but because there is no guaranteed
upper bound on the number of tosses that are needed, under the first objective it is not solvable.
Hence we also consider another objective.

The second objective requires that from every state that can be reached by executing the plan,
the plan is either a goal state or a goal state is reachable by executing the plan further.

The third objective we consider is defined in terms of infinite plan executions. The objective
requires that all executions of a plan are infinite, and on every execution all states that are visited
are goal states. This objective is knownragintenancdecause the transition system has to be
kept in one of the goal states.

Other infinite horizon objectives that are defined in terms of expected costs/rewards are used in
connection with probabilistic planning, see Section 5.3.

Definition 4.24 (Bounded reachability) A plan= for (A, I, O, G, V') under theBounded Reach-
ability criterion fulfills the following.

For all initial nodesz in the execution graph, all paths starting frarthave a finite length and
maximal paths end in a goal node.

Definition 4.25 (Unbounded reachability) A plan« for (A, I,0,G,V) under theUnbounded
Reachabilitycriterion fulfills the following.

For all initial nodesz in the execution graph, for eveny to which there is a path from there
is a path fromz’ of length> 0 to somer” such thatz” is a goal node without successor nodes.

This plan objective with unbounded looping can be interpreted probabilistically. For every
nondeterministic choice in an operator we have to assume that each of the alternatives has a non-
zero probability. Then for goal reachability, a plan with unbounded looping is simply a plan that
has no finite upper bound on the length of its executions, but that with probability 1 eventually
reaches a goal state. A non-looping plan also reaches a goal state with probability 1, but there is a
finite upper bound on the execution length.

Definition 4.26 (Maintenance) A plan « for (A,1,0,G,V) under theMaintenancecriterion
fulfills the following.

All nodesz in the execution graph to which there is a path of lengtld from an initial node
of the execution graph are goal nodes and have a successor node.

Example 4.27 Consider the plaV, b, [) for a problem instance with the operatérs= {01, 02, 03},

where
N ={1,2}

b={(T,1)}
1(1) = (03,{{01,1), (¢2,2), (¢3,3)})
1(2) = (02, {(¢4,1),(¢5,3)})

This could be visualized as the program.
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1 03
CASE
¢1: GOTO 1
¢2: GOTO 2
—(¢1 V ¢2): GOTO 3
2: 09
CASE
¢4 GOTO 1
—¢4: GOTO 3
3
Every plan{N, b, ) can be written as such a program. |

A plan isacyclicif it is a directed acyclic graph in the usual graph theoretic sense.

4.4 Planning with full observability

Nondeterminism causes several The differences to algorithms for deterministic planning The main
difference is that successor states are not uniquely determined by the current state and the action,
and different action may be needed for each successor state. Further, nondeterminism may require
loops. Consider tossing a die until it yields 6. Plan for this task involves tossing the die over
and over, and there is no upper bound on the number of tosses that might be hétatenk we

need plans with loops for representing the sequences of actions of unbounded length required for
solving the problem.

Below in Section 4.4.1 we first discuss the simplest algorithm for planning with nondetermin-
ism and full observability. The plans this algorithm produces are acyclic, and the algorithm does
not find plans for problem instances that only have plans with loops. Then in Section 4.4.2 we
present an algorithm that also produces plans with loops. The structure of the algorithm is more
complicated. The algorithms can be implemented by using data structures like binary decision
diagrams which makes it possible to utilize the regularities in the state space and to solve very big
planning problems. Representation of planning problems with these logic-based data structures is
explained in Section 4.2.

4.4.1 An algorithm for constructing acyclic plans

Next we present an algorithm for constructing acyclic plans for nondeterministic problem with full
observability. Acyclicity means that during any execution of the plan no state is visited more than
once. Not all nondeterministic planning problems that have an intuitively acceptable solution have
a solution as an acyclic plan. For a more detailed discussion of this topic and related algorithms
see[Cimattiet al, 2009.

The basic algorithm is for transition systems as in Definition 2.1 but the techniques in Section
4.2 can be directly applied to obtain a logic-based algorithm for succinct transition systems (Def-
inition 2.11 in Section 2.3) that can be implemented easily by using any publicly available BDD
package.

In the first phase the algorithm computes distances of the states. In the second phase the
algorithm constructs a plan based on the distances.

"However, for every > 0 there is a finite plan that reaches the goal with probabjlity higher.
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distance ta?
00 3 2 1 0

Figure 4.1: Goal distances in a nondeterministic transition system

Let G be a set of states an@d a set of operators. Then we define tteckward distance sets
D?Wd for G, O that consist of those states for which there is a guarantee of reaching a state in
with at most; operator applications.

Do = @
DPwd — pdwa |, ., spreimg (DY) for all i > 1

Definition 4.28 LetG be as set of states ar@ a set of operators, and lgd5", D4 . be the
backward distance sets fé¥ andO. Thenthe backward distanaaf a states to G is

Oifse G
9" s) = {z if s € P\ phwd

If s ¢ DP"dfor all i > 0 thend2"d(s) = cc.

Example 4.29 We illustrate the distance computation by the diagram in Figure 4.1. The set of
states with distance 0 is the set of goal stdtesStates with distanceare those for which there

is an action that always leads to states with distaneel or smaller. In this example the action
depicted by the solid arrow has this property for every state. The dashed arrows depict the second
action which for no state is guaranteed to get closer to the goal states. States for which there is no
finite upper bound on the number of actions for reaching a goal state have distance |

Given the backward distance sets we can construct a plan covering all states having a finite
backward distance. Lef’ C S be those states having a finite backward distance. Thenplan
defined by assigning for everye S such that2"d(s) > 1 =(s) any operatop € O such that
img,(s) € DP"dwherei = 62(s).

The plan execution starts from one of the initial states. As we have full observability, we may
observe the current stat&nd then execute the action corresponding to the operé&torreaching
one of the successor statés img,(s). The plan execution proceeds by repeatedly observing the
new current state’ and executing the associated actidi’) until the current state is a goal state.
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Lemma 4.30 Let a states be in D;. Then there is a plan that reaches a goal state froby at
most; operator applications.

The algorithm can be implemented by using logic-based data structures and operations defined
in Section 4.2 by representing the set of goal states as a formula, using the logic-based operation
spreimg(¢) instead of the set-based operatispreimg(7") for computing the setsD?""d that
are also represented as formulae, and replacing all set-theoretic operationsaliken by the
respective logical operationsandA.

4.4.2 An algorithm for constructing plans with loops

There are many nondeterministic planning problems that require plans with loops because there is
no finite upper bound on the number of actions that might be needed for reaching the goals. These
plan executions with an unbounded length cannot be handled in acyclic plans of a finite size. For
unbounded execution lengths we have to allow loops (cycles) in the plans.

Example 4.31 |

The problem is those states that do not have a finite strong distance as defined Section 4.4.1.
Reaching the goals from these states is either impossible or there is no finite upper bound on the
number of actions that might be needed. For the former states nothing can be done, but the latter
states can be handled by plans with loops.

We present an algorithm based on a generalized notion of distances that does not require reach-
ability by a finitely bounded number of actions. The algorithm is based on the proqrduethat
identifies a set of states for which reaching a goal state eventually is guaranteed. The procedure
pruneis given in Figure 4.2.

We introduce some terminology. LStbe a set of stateg) a set of operators, and: S — O
a mapping from states to operators. A sequesnige.., s, of states is arexecutionif for all
i € {1,...,n} there iso € O such thats; € img,(s;,—1), and it is anexecution ofx if s; €
img,(s,_y(si—1) foralli € {1,...,n}.

Lemma 4.32 (Procedure prune)Let S be a set of states) a set of operators and? C S a
set of states. Then the procedure call pru€l,G) will terminate after a finite number of steps
returning a set of stated’” C .S such that there is function : W — O such that

1. for everys € W there is an executiosy, s1, ..., s, of x withn > 1 such thats = sq and
sn € G,

2. img, ) ({s}) € W UG foreverys € W, and

3. There is no function: satisfying the above properties for states notkh for everys €
S\W and functionz’ : S — O there is an executiosy, . . ., s, of 2’ such thats = sy and
there is nom > n and executior,,, s,+1, - - ., Sm, Such thats,,, € G.

Proof: The proof is by two nested induction proofs that respectively correspond to the repeat-until
loops on lines 9 and 13 in the procedprene If there is no plan that is guaranteed to reach a goal
state from a state, then this is because for any plan after some number of executions stéps
possible to reach a state from which no sequence actions can reach a goal state. A plan covering
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procedure prune,0,G);
W_1:=5,
Wo =0
repeat
Wy = Wo;
Wo := (Wi U Uyeo Preimg, (Wi U G)) N S,
until Wy = Wg; (* States from which a goal state can be reached>by operators *)
1:=0;
repeat
=141,
k:=0;
So :=0;
repeat
k=k+1; (* States from which a state i@ is reachable with< & steps. *)
Sk = Sk—1 UU,eo (S N preimg,(Sy—1 U G) Nspreimg(W;_1 UG));
until S, = Sk_1; (* States that stay withiil’;_; before reaching=. *)
Wi = S,
until W; = W;_q; (* States inW¥; stay withinl/; before reachind. *)
return Wi;

Figure 4.2: Algorithm for detecting a loop that eventually makes progress

all other states exists with an execution reaching a goal state in s@teps. The outer loop and
induction go through = 0,1, 2, ... and the inner loop and induction through=0,1,2, .. ..
Induction hypothesis: There is functian: W; — O such that

1.
2.
3.

for everys € W; there is an executiosy, . . ., s, of x such thath > 1, s = sg ands,, € G,
img,(s)({s}) € W;—1 UG for everys € W;, and
for all functionsz’ : S — O and states € S\W, there isi’ € {0, ...,4} and an execution

s0, - - ., 8¢ Of 2’ such thatsy = s and there is né@ > ¢’ and execution;, s; 11, ..., s, such
thats;, € G.

Base case = 0:

1.

Wy has been computed to fulfill exactly this property. We denote the value of the variables
Wy in the end of iteration of the first repeat-until loop by ;.

Induction hypothesis:

(a) There is a functionr : Wy ; — O such that there is an execution offor every
s € Wy ; of lengthj > 1 reaching a state 6.

(b) For states not il ; there is nar with this property.

Base casg = 1. After the first iterationWy 1 = J o preimg,(G). Hence for every
s € Wy, assignz(s) = o for anyo such thats € preimg,(G).

(a) Now there is an execution of length 1 from ang W) ; to a state irG.
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(b) For states not iy ; no one operator may reach a statéin

Inductive case@ > 2: By induction hypothesis there is a functienwith execution of length

j — 1 > 1 for reaching a state itw for every state for which such an execution exists. We
extend this function to cover statess W, ;\ Wy ;1 as follows:z(s) = o for anyo such
thats € preimg,(Wy j—1 UG).

(a) For anys € W, ; there is an execution of reaching a state i’ because for states
s € Wy j—1 thisis by the induction hypothesis, and for state®in;\ Wy ;1 applying
the operator:(s) may reach a state iy ;_; for which an execution reachir@ exists
by the induction hypothesis.

(b) Let s be a state such that there is a functign: S — O with an execution that
reachegs from s with ; steps. Hence there is a stat€for which an execution with
«’ reaches7 from s” with j — 1 steps. Hence by the induction hypothesis W, ;_;
and consequently € preimg,(,(Wo ;—1). Therefore for any state not iy ; there
is no such function’.

2. BecauséV_; = S'trivially img,(,)({s}) € W_1 UG.

3. Statess € Wy\W_; are exactly those states from which no operator sequence le&és to
by construction of1, as shown above.

Inductive caseé > 1: For the innerepeat-untilloop we prove inductively the following.
Induction hypothesis: There is functian: S, — O such that

1. for everys € Sy there is an executiosy, s1, . .., s, Of z such that € {1,...,k}, s = s
ands,, € G,

2. img, (s ({s}) € W;—1 UG for everys € S, and

3. for all functionsz’ : S — O and states € S\ S, either

(@) thereisi’ € {0,...,i} and an executiory, . .., sy of ' such thatsy = s and there is
noh > i’ and executios;, sy 11, . .., s, such thats, € G, or

(b) there is nok’ € {1,...,k} and an executioRy, ..., s, of 2/ such thatss = s and
s € G.

Base casé = 0: BecauseS, = (), cases (1) and (2) trivially hold for evegye Sy. It remains
to show the third component of the induction hypothesis.

3. For anys € S\Sy = S (3b) is satisfied because it requires executions to be longer than
k=0.

Inductive casek > 1: We extend the function: : S;_; — O to cover states irby\Sk_1.
Let s be any state irby. If s € Si_; then properties (1) and (2) are by the induction hypothesis.
Otherwises € Si\Sk—1. Therefore by definition oy, s € preimg, (S, UG)Nspreimg(W,;_U
G) for someo € O.
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1. Becauses € preimg,(Sx—1 U G) for someo € O, by (4) of Lemma 2.2 eithes €
preimg,(Si_1) or s € preimg,(G).
If s € preimg,(G) then we set:(s) = o. The desired execution just consistss@ind a state
s eq.

If s € preimg,(Si—1)\preimg,(G) then there is a staté € Sj_; such that’ € img,({s}).
By the induction hypothesis there is an execution: gtarting froms’ that ends in a goal
state. For such an execution is obtained by prefixing witrso we definer(s) = o.

2. Because € spreimg(W;_; UG), by (2) and (3) of Lemma 2.ing,({s}) C W;_1 UG.

3. Take anys € S\S;. Now for every operatoo € O, eithers ¢ spreimg(W;_; U G) or
s ¢ preimg,(Sk—1 U G). Consider any function’ : S — O such that:/(s) = o.

In the first case by the outer induction hypothesis theré & {0,...,i — 1} and an ex-
ecution sy, ..., sy of ' such thatsy € img,(s) and there is ndv > ' and execution
siy Sirt1, - - -5 Sy SUCH thats, € G. Hence executing first could similarly lead to the state

s;» from which no goal could be reached, now requirirsieps.

In the second case by the inner induction hypothesis fof a&limg,(s) there is no execu-
tion of lengthk — 1 ending in a goal state.

Because this holds for arye O, everyz’ has one of these properties.

This completes the inner induction. To establish the induction step of the outer induction
consider the following. The inner repeat-until loops ends whgn= S;_;. This means that
S, = S, forall z > k. Hence executions for reaching a goal state for (1) and (3) are allowed to
have arbitrarily high lengtlk. The outer induction hypothesis is obtained from the inner induction
hypothesis by removing the upper bound and replasingy ;. By constructioriV; = Sj.

This finishes the outer induction proof. The claim of the lemma is obtained from the outer
induction hypothesis by noticing that the outer loop exits whén= W;_; (it will exit after a
finite number of iterations becau®k, is finite and its size decreases on every iteration) and then
we can replace botiW; andW,;_; by W to obtain the claim of the lemma. O

The algorithm in Figure 4.3 usgsuneto identify states from which a goal state is reachable
by some execution and no execution leads to a state outside the set. On line 4 the algorithm tests
whether the reachability of a goal state can be guaranteed for the initial states. If not, the algorithm
terminates. Starting on line 7 the algorithm computeswieak backward distancee G for all
states inL. Finally, starting on line 11 the algorithm assigns every staté\i@ an operator that
may reduce the distance to a goal by one.

4.4.3 An algorithm for constructing plans for maintenance goals

There are many important planning problems in which the objective is not to reach a goal state and
then stop execution. Aaintanence gods a goal that has to hold in all time points. To achieve a
maintenance goals a plan has to keep the state of the system in a goal state indefinitely.

Plans that satisfy a maintenance goal have only infinite executions.

Figure 4.4 gives an algorithm for finding plans for maintenance goals. The algorithm starts
with the setG of all states that satisfy the property to be maintained. Then iteratively such states
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procedure FOplancyclic(1,0,G)
S :=the set of all states;
L :=GU prune5,0,G);
if I Z L then return false;
Dy :=G; (* States with weak backward distance 0 *)
7:=1;
repeat
D;:=D;_1 UU,co(preimg,(D;—1) Nspreimg(L));
9: 1:=1+1;
10: until D; = D;_q;
11: foreachs € D;\G do

12: d := number such that € Dy\Dy_1; (* State has weak backward distané¢e*)
13: assignr(s) := o such thaimg,(s) C L andimg,(s) N Dy_1 # 0;
14: enddo

Figure 4.3: Algorithm for nondeterministic planning with full observability

procedure FOplanMAINTENANCE({,0,G)
1:=0;
Go =G,
repeat
=04 1; (* The subset of7;_; from whichG;_; can be always reached. *)
Gi :=U,eo (spreimg(Gi—1) N Gi—1);
until G; = Gi_1;
return Gj;
foreachs € GG; do
assignr(s) := o such thaimg,(s) C Gj;
end do

=
POQOONTRWNRE

=

Figure 4.4: Algorithm for nondeterministic planning with full observability and maintenance goals
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are removed front7y for which the satisfaction of the property cannot be guaranteed in the next
time point. More precisely, the se€s; for i > 0 consist of all those states in which the goal
objective can be maintained for the néxime points. For someéthe setd7; andG;_; coincide,

and thenG; = G for all j > <. This means that starting from the state€:inthe goal objective

can be maintained indefinitely.

Theorem 4.33 Let I be a set of initial stateg) a set of operator and- a set of goal states. Let
G’ be the set returned by the procedure FOplanMAINTENANCE in Figure 4.4.

ThenG’ C G and there is a planr such that img,)(s) € G’ for everys € G, and for every
s € S\G’ and every plarr’ there isn > 1 and and an executiosy, . . . , s, of 7’ with s = s such
thats,, ¢ G.

Proof:
Induction hypothesis:

1. G; C G,
2. there is a plamr such thaimg,,(s) € G, for everys € G;, and

3. for everys € S\G; and every plarr’ there isn € {1,...,i} and an executioR, ..., s,
of «’ with so = s such thats,, ¢ G.

Base case = 1:
1. G1 € Gy = G by construction.

2. By constructionG'y = (.o (spreimg(Go) N Go). Hence for every € G there iso € O
such that € spreimg(Go) NGy C spreimg(Go). Hencemg,(s) C Go. Definer(s) = o.
Henceimg,(,)(s) C Go for everys € G1.

3. Consider any € S\G;. For everyo € O img,(s) € Gy = G because ¢ G;. Hence for
everys € S\G; and every plan’ there is an executiosy, s; of 7’ with so = s such that
S1 ¢ G.

Inductive caseé > 2:
1. AsG; C G;_1 and by the induction hypothedis, | C G, G; C G.

2. By constructionG;; = (J,co(spreimg(G;—1) N Gi—1). Hence for every € G; there is
o € O such thats € spreimg(G;_1) N G;—1 C spreimg(G;_1). Henceimg,(s) C G;_1.
Definer(s) = o. Hence there is a plan such thaimg,,(s) € G, for everys € G;.

3. Consider any € S\G;. Hences ¢ spreimg(G;_1) for everyo € O. Hence for every
o € O thereiss’ € S\G;_; such thats’ € img,(s). By the induction hypothesis for every

plant’ thereisn € {1,...,7 — 1} and an executiosy, . . ., s,, of 7’ with sy = s’ such that
sn € G. Hence for every plam’ there is alsav’ = n + 1 € {1,...,i} and an execution
s, 80, - .., 5p Of @ with so = s’ such thats,, ¢ G.

Becausé’; are finite sets and'; C G;_; and everyG; is a function ofG;, G; = G for
somej and the loop iteration terminates after a finite number of iterations.
Now the claim of the lemma are obtained as follows.
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Figure 4.5: Example run of the algorithm for maintenance goals

1. TheG' thatis returned i&’ = G;. By the induction proot7; C G.

2. By the termination condition of the loo@; = G;4+1 = G’. Hence by the results of the
induction proof there is a plam such thaimg, ) (s) C G’ for everys € G'.

3. Because?' = G; = G,_1 andGj is a function ofG;_1, the setd7, for all & > j equal
G;. Hence the constant for the length of executions leading outsidecan be arbitrarily
high. By the results of the induction proof for everye S\G’ and everyr’ there isn > 0
and an executioRy, . . ., s, of ©’ with so = s such thats,, ¢ G.

O

Example 4.34 Consider the problem depicted in Figure 4.5. An animal may drink at a river and
eat at a pasture. To get from the river to the pasture it must go through a desert. Its hunger and
thirst increase after every time point after respectively leaving the pasture or the river. If either one
reaches level 3 the animal dies. The hunger and thirst levels are indicated by different colors: the
upper halves of the rectanges show thirst level and the lower halves the hunger level. Blue means
no hunger or thirst, red means much hunger or thirst. The upper left diagram shows all the possible
actions the animal can take. The objective of the animal is to stay alive. The three iterations of the
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Figure 4.6: A sorting network with three inputs

algorithm for finding a plan that satisfies the goal of staying alive are depicted by the remaining
three diagrams. The diagram on upper right depicts all the states that satisfy the goal. The diagram
on lower left depicts all the states that satisfy the goal and after which the satisfaction of the goal
can be guaranteed for at least one time period. The diagram on lower right depicts all the states
that satisfy the goal and after which the satisfaction of the goal can be guaranteed for at least two
time periods.

Further iterations of the algorithm do not eliminate further states, and hence the last diagram
depicts all those states for which the satisfaction of the goal can be guaranteed indefinitely.

Hence the only plan says that the animal has to go continuously back and forth between the
pasture and the river. The only choice the animal has is in the beginning if in the initial state it is
not at all hungry or thirsty. For instance, if it is in the desert initially, then it may freely choose
whether to first go to the pasture or the river. |

4.5 Planning without observability

4.5.1 Planning without observability by heuristic search

Planning under unobservability is similar to deterministic planning in the sense that the problem
is to find a path from the initial state(s) to the goal states. For unobservable planning, however, the
nodes in the graph do not correspond to individual states but to belief states, and the size of the
belief space is exponentially higher than the size of the state space. Algorithms for deterministic
planning have direct counterparts for unobservable planning, which is not the case for conditional
planning with full or partial observability.

Example 4.35 A sorting network[Knuth, 1998, Section 5.3.4 in 2nd editioconsists of a se-
guence of gates acting on a number of input lines. Each gate combines a comparator and a swap-
per: if the first value is greater than the second, then swap them. The goal is to sort any given input
sequence. The sorting network always has to perform the same operations irrespective of the input,
and hence constructing a sorting network corresponds to planning without observability. Figure
4.6 depicts a sorting network with three inputs. An important property of sorting networks is that
any network that sorts any sequence of zeros and ones will also sort any sequence of arbitrary
numbers. Hence it suffices to consider Boolean 0-1 input values only.

Construction of sorting networks is essentially a planning problem without observability, be-
cause there are several initial states and a goal state has to be reached by using the same sequence
of actions irrespective of the initial states.

For the 3-input sorting net the initial states af®, 001,010,011, 100,101,110, 111. and the
goal states ar800,001,011,111 Now we can compute the images and strong preimages of the
three sorting actions, sort12, sort02 and sortO1 respectively starting from the initial or the goal
states. These yield the following belief states at different stages of the sorting network.
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000, 001, 010,011,100, 101,110,111 initially

000,001,011, 100,101,111 after sort12
000,001,011,101,111 after sort02
000,001,011,111 after sort01

The most obvious approaches to planning with unobservability is to use regression, strong
preimages or images, and to perform backward or forward search in the belief space. The differ-
ence to forward search with deterministic operators and one initial state is that belief states are
used instead of states. The difference to backward search for deterministic planning is that re-
gression for nondeterministic operators has to be used and testing whether (a subset of) the initial
belief state has been reached involves the co-NP-hard inclusiga:test regr, (¢) for the belief
states. With one initial state this is an easy polynomial timeltéstregr,(¢) of whethemegr,(¢)
is true in the initial state.

Deriving good heuristics for heuristic search in the belief space is more difficult than in de-
terministic planning. The main approaches have been to use distances in the state space as an
estimate for distances in the belief space, and to use the cardinalities of belief spaces as a measure
of progress.

Many problems cannot be solved by blindly taking actions that reduce the cardinality of the
current belief state: the cardinality of the belief state may stay the same or increase during plan
execution, and hence the decrease in cardinality is not characteristic to belief space planning in
general, even though in many problems it is a useful measure of progress.

Similarly, distances in the state space ignore the most distinctive aspect of planning with partial
observability: the same action must be used in two states if the states are not observationally
distinguishable. A given (optimal) plan for an unobservable problem may increase the actual
current state-space distance to the goal states (on a given execution) when the distance in the
belief-space monotonically decreases, and vice versa. Hence, the state space distances may yield
wildly misleading estimates of the distances in the corresponding belief space.

Heuristics based on state-space distances

The most obvious distance heuristics are based on the backward distances in the state space.

Dy =G
Diy1 = D; U, o spreimg(D;) forall i > 1

A lower bound on plan length for belief stakeis j if Z C D; andZ € D;_;.
Next we derive distance heuristics for the belief space based on state space distances. Backward
distances yield an admissible distance heuristic for belief states.

Definition 4.36 (State space distanceYhestate space distancéa belief stateB isd > 1 when
BC DgandB ¢ D41, anditisO whenB C Dy = G.

Even though computing the exact distances for the operator based representation of state spaces
is PSPACE-hard, the much higher complexity of planning problems with partial observability
still often justifies it: this computation would in many cases be an inexpensive preprocessing
step, preceding the much more expensive solution of the partially observable planning problem.
Otherwise cheaper approximations can be used.
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Heuristics based on belief state cardinality

The second heuristic that has been used in algorithms for partial observability is simply based on
the cardinality of the belief states.

In forward search, prefer operators that maximally decrease the cardinality of the belief state.

In backward search, prefer operators that maximally increase the cardinality of the belief state.

These heuristics are not in general admissible, because there is no direct connection between
the distance to a goal belief state and the cardinalities of the current belief state and a goal belief
state. The belief state cardinality can decrease or increase arbitrarily much by one step.

4.6 Planning as satisfiability in the propositional logic and QBF

The techniques presented in Sections 3.6 and 3.6.5 can be extended to nondeterministic operators.
The notion of parallel application of operators and partially ordered plans can be generalized to
nondeterministic operators.

Let T" be a set of operators anda state such that = ¢ for every(c,e) € T andE; U --- U

E, is consistent for for anyz; € [e;]s,i € {1,...,n} andT = {{(c1,e1),...(cn,en)}. Then
defineimgy(s) as the set of states that are obtained from by makingE; U --- U E,, true ins
whereFE; € [e;]s for everyi € {1,...,n}. We also use the notatior¥'s’ for s’ € imgr(s) and

imgr(S) = UsesImgr(s).

4.6.1 Advanced translation of nondeterministic operators into propositional logic

In Section 4.1.2 we showed how nondeterministic operators can be translated into formulae in the
propositional logic. This translation is not sufficient for reasoning about actions and plans in a
setting with more than one agent. This is because the form@F’e{el) \VERERV, ng(on) do not
distinguish between the choice of operatofin,...,0,} and the nondeterministic effects (the
opponent) of each operator, even though the former is controllable and the latter is not.

In nondeterministic planning in general we have to treat the controllable and uncontrollable
choices differently. We cannot do this practically in the propositional logic but by using quanti-
fied Boolean formulae (QBF) we can. For the QBF representation of nondeterministic operators
we universally quantify over all uncontrollable eventualities (nondeterminism) and existentially
guantify over controllable eventualities (the choice of operators).

We need to universally quantify over all the nondeterministic choices because for every choice
the remaining operators in the plan must lead to a goal state. This is achieved by associating with
every atomic effect a formula that is true if and only if that effect is executed, similarly to functions
EPG (e) in Definition 3.1, so that fof to become true the universally quantified auxiliary variables
that represent nondeterminism have to have values corresponding to an effect that imekes

The operators are assumed to be in normal form. For simplicity of presentation we further
transform nondeterministic choices|- - - |e,, SO that only binary choices exist. For example
alb|c|d is replaced by(a|b)|(c|d). Each binary choice can be encoded in terms of one auxiliary
variable.

The condition for the atomic effeétto be executed whenis executed iE€PC (e, o). The
sequence of integers is used for deriving unique names for auxiliary variableBHﬁ‘{Ld(e, o).

The sequences correspond to paths in the tree formed by nested nondeterministic choices and
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conjunctions.

EPCY(e, o) = EPG(e) if e is deterministic
EPCY(e1e2, o) = (zo NEPCY(e1,01)) V (25 AEPC(e2,01))
EPCY(e1 A+ Aep,0) = EPCY(e1,01) V- - -V EPCG¥(ep, on)

The translation of nondeterministic operators into the propositional logic is similar to the trans-
lation for deterministic operators given in Section 3.6.4.

Nondeterminism is encoded by making the effects conditional on the values of the auxiliary
variablesz,. Different valuations of these auxiliary variables correspond to different nondeter-
ministic effects.

The following frame axioms express the conditions under which state variablest may
change from true to false and from false to true. &gt . . |, e, be the effects oéq, . . ., o, respec-
tively. Each operatos € O has a unique inde®(o).

(a A —a')— (01 AEPCY (61, 2(01))) V -+ V (00 A EPC (0, 2(01))))
(ma Aa')—((o1 NEPCY(e1,9Q(01))) V- -+ V (0, AEPCY (e, Q(0,))))

Foro = (c,e) € O there is a formula for describing values of state variables in the predecessor
and successor states when the operator is applied.

(o—c)A
Aacalo NEPC (e, (o)) — a')A
Nacalo A EPCY (e, Q(0)) — —d')

Example 4.37 Considero; = (—a, (b|(c > d)) A (alc)) andoa = (=b, (((d > b)|c)|a)). The
application of these operators is described by the following formulae.

—(a N —a') (ma Ad')—((o1 Az12) V (02 A —2))
—|(b/\—|b/) (ﬁb/\b/)—>((01 /\1'11) V (02 N x2 N\ To1 /\d))
(e A=) (e N )= ((01 A —x12) V (02 A 29 A —91))
=(d A ~d) (md ANd')— (01 A =11 AC)

01 —a

(01 A\ IL‘12) —a' (01 A 11311) —b

(01 A —|.I'12) —c (01 A —x11 A C) —d

02—>—‘b

(02 A —|:L'2) —a’ (02 AN xo N\ To1 N\ d) —b

(09 Ao A\ —o1) —
[ |

Two operators ando’ may be applied in parallel only if they do not interfere. Hence we use
formulae
=(oA0)

for all operators) ando’ that interfere anad +# o'.
Let X be the set of auxiliary variables; in all the above formulae. The conjunction of all the
above formulae is denoted by
R3(A, A, O, X).
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We need two auxiliary definitions for proving properties about these formulae and the transla-
tion of nondeterministic operators into the propositional logic.

Let=,(e) be the set of propositional variableg in the translation of the effeetwith a given
o. This is equal to the set of variables. in formulaeEPC (e, o) and EPC (e, o)) for all
a € A.

Definition 4.38 Define the set of literalge]s"” which are the active effects efwhene is exe-
cuted in states and nondeterministic choices are determined by the valuatiohpropositional
variables=z, (e) as follows.

[e]2” = [e]% if e is deterministic
ol

on | lea)s " ifu(zs) =1
lexlea]s™ = { [eQ];’l’” if v(zs) =0
[er Ao Aen)? = [e]d U U en]d™

0,05

Lemma 4.39 Lets be a state andlvy, . .., v, } all valuations ofX' = =, (e). ThenJ, ., [e]s™ =

[€]s.

Lemma 4.40 LetO andT C O be sets of operators. Letands’ be states. Let, a valuation of
X = Ulcepeo Ea((ee) (€)- Lety, be avaluation of) such that,(o) = 1iff o € T.
Thens U s'[A"/A] U v, Uvy = R3(A, A', 0, X) if and only if

1. s aiff s = aforalla e Asuchthatia, —a} N U, .erleS @0 =0,

Q({c,e)),vz
2.5 E Upoerlels“, and
3. sEcforall (c,e) € T.

The number of auxiliary variables, can be reduced when two operatorando’ interfere.
Since they cannot be applied simultaneously the same auxiliary variables can control the nonde-
terminism in both operators. To share the variables rename the ones occurring in the formulae for
one of the operators so that the variables needed fera subset of those far or vice versa.
Having as small a number of auxiliary variables as possible may be important for the efficiency
for algorithms evaluating QBF and testing propositional satisfiability.

The formulaeRs(A, A’, O, X) can be used for plan search with algorithms that evaluate QBF
(Section 4.6.2) as well as for testing by a satisfiability algorithm whether a conditional plan (with
full, partial or no observability) that allows several operators simultaneously indeed is a valid plan.

4.6.2 Finding plans by evaluation of QBF

In deterministic planning in propositional logic (Section 3.6) the problem is to find a sequence of
operators so that a goal state is reached when the operators are applied starting in the initial state.
When there are several initial states, the operators are nondeterministic and it is not possible to
use observations during plan execution for selecting operators, the problem is to find an operator
sequence so that a goal state is reached in all possible executions of the operator sequence. There
may be several executions because there may be several initial states and the operators may be
nondeterministic. Expressing the quantification over all possible executions cannot be concisely
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expressed in the propositional logic. This is the reason why quantified Boolean formulae are used
instead.

The existence of an-step partially-ordered plan that reaches a state satisfyifigpm any
state satisfying the formulAcan be tested by evaluating the QBE“" defined as

ElVplanvvndzivexec
10— (R3(A%, AT, 0%, XO) A R3(AL, A2, 01, X1 ) A+ AR3(A™ L, A7 O~ X1y A G™).

HereVpan=0U---U 0" 1, Vog= AU XU U X" andVexec= Al U--- U A™. Define
ararM _ j0_, (R3(A%, AL 0% XO)AR3 (AL, A%, O, XA AR3 (A", A" Ot X hA

G™). The valuation ofVj,an corresponds to a sequence of sets of operators. For a given valuation
of Vpian the valuation ofl/,q determines the execution of these operators. The valuatibg&fis
uniquely determined by the valuation Bfjan U Vig.

The algorithms for evaluating QBF that extend the Davis-Putnam procedure traverse an and-or
tree in which the and-nodes correspond to universally quantified variables and or-nodes correspond
to existentially quantified variables. If the QBFtisie then these algorithms return a valuation of
the outermost existential variables. For a t@{§“" this valuation ofl/yan corresponds to a plan
that can be constructed like the plans in the deterministic case in Section 3.6.5.
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Theorem 4.41 The QBF®{"*" has valuetrueif and only if there is a sequend®, . .., T;_1 of
sets of operators such that for every {0, ...,n} and every sequencg, . . ., s; such that

1. so = I and
2. sodps1T1s2-+-5i-115-18;
T; is applicable ins; if i < n ands; = G if i = n.

Proof: We first prove the implication from left to right. Sing&gl”*" is true there is a valuation
Uptan Of Vplan = O° U - - - U O™~ such that for all valuations,,; of Vog = A°UX°U ..U X!
there is a valuationeze. Of Vexec = A' U -+ U A" such thatvyan U vng U Vegee E 1Y —
(R3(A°, AT, 0% XO) A - ARz (AP A Ot Xn=1) A G™),

Let Ty, ..., T,_1 be the sequence of sets of operators such that fos al O andi €
{0,...,n — 1}, 0 € T; if and only if vy, (0') = 1. We prove the right hand side of the the-
orem by induction om.

Induction hypothesis: For evesy, ..., s; such thatsg = I andsoTos171s2 - - si—1T5-15i:

1. T; is applicable ins; if i < n.
Base case = 0: Let sy be any state sequence such thal= 1.

1. If 0 < n then we have to show thd, is applicable ins.
LetE = EyU---UE,forall j € {1,...,m} and anyE; € [ej],,, Whereey, ... e
are respectively the effects of the operators. . ., o,,, in Ty. Such setd’ are the possible
active effects offj,.
We have to show that is consistent and the preconditions of operatorgjare true insg.

By Lemma 4.39 there is a valuatierof X such that? = |, .ycr, [e]((een)v

Let v,,q be any valuation o¥pg such thatsy[A°/A] C v,q andv[X°/X] C v,g. Since
7" is true there is a valuation @f ;. such that., U vng U Vegee = aparM

Sincev,q = I° alsovyan Uvng Uvegee | R3 (A%, A, 0% X0). Hence by Lemma 4.40 the
preconditions of operators iff) are true insy ands; = E wheres; is the state such that
51(a) = vegec(at) for all @ € A. SinceE was chosen arbitrarily from the sets of possible
sets of active effects dfy and it is consistent]j, is applicable ins.

2. 1f n = 0 thenVyjan = Vexec = 0 andVVpg(I° — GO) is true, andv,; = GV for every
valuationv,,4 of Vqq such thaty,,q = 1°.

Inductive case > 1: Letsy, ..., s; be any sequence such tBat= I andsyTps; .. . $i—17T;—15;-

1. If i < n then we have to show thdt is applicable ins;.

LetE =E,U---UE,forallj € {1,...,m} and anyE; € [e;],,, wheree, ..., e, are
respectively the effects of the operatoss. . . , o,,, in T;. Such setd are the possible active
effects ofT;.

We have to show thaf is consistent and the preconditions of operatorg;iare true ins;.
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By Lemma 4.39 there is a valuatiorof X such thatt? = U, .ycr, [e] (D,

Since by the induction hypothesisT’s;; forall j € {0,...,i — 1}, by Lemma 4.39 for
everyj € {0,...,i—1} there is a valuation? of X such that;[A/A7]Us;1[A’/ATHU
Vo U 0] = Rs(A, A, 0, X) wherev, assigns every € O value 1iffo € Tj.

Let v,q be any valuation of/;,g such thatsg[A°/A] C v,q andv[X?/X] C wv,e and
v¥[X7/X] Copgforallje{0,...,i—1}.

Since®@ " is true there is a valuation @f .. such that,., U vyq U Vegec = paparM

Sincev,y = 1° alsovyan, U vng U vegee = R3(AY, AT O X7). Hence by Lemma 4.40
the preconditions of operators | are true ins; ands; 1 = E wheres,;; is a state such
thats;; 1(a) = vezec(a’™!) for all a € A. Since anyE is consistent; is applicable ins;.

2. If i = n we have to show that, = G. Like in the proof for the previous case we construct
valuationsv,,q andv.,.. matching the executiosy, . . . , s, and sinCe&y;q, U vpg U Vezee =
1°— G™ we haves,, = G.

Then we prove the implication from right to left. So there is sequéjce. ., T;,_1 for which
all executions are defined and redgh

We show thatbi*" is true: there is valuation,;,,, of Vpjan = O° U --- U O™~ such that for
every valuation,,; of Vog = A°UXOU- . .UX ™! there is a valuation, . Of Vexee= A'U- - -UA™
such thawyia, U vpg U Vegee = OF M,

We define the valuatiom,;,, of Vpan by o € T; iff vpl(m(oi) = 1 for everyo € O and
ie{0,...,n—1}.

Take any valuation,,; of Vqq. Define the stateg by so(a) = 1 iff v,q(a’) = 1 for every
a € A.

If so & I thenv,g = I° and vy, U vpg U Vegee E ®% ™M for any valuationze. of Vexeo

It remains to consider the casg|= I.

Define for everyi € {1,...,n} setsE; and states; as follows.

1. Letv! be avaluation of{ such that? (z) = v,q(z*~1) for everyz € X.

2. Lot B = Uy e, [0
We show below that this is the set of literals made trughy in s;_;.

3. Defines;(a) = 1iff a € E; or s;—1(a) = 1 and—a & E;, for everya € A.

Let vegee = 51[AY/A]U -+ U s,[A™/A].
Induction hypothesisipa, U vng U s1[AY/AJU- - Us;[AY/A] = 19 AR3(A%, AL, 00, XO) A
- AR3(ATL A, O X1 ands; Tysj4q forall j € {0,...,i—1}.

Base case = 0: Trivial becausey,q = I°.

Inductive case > 1: Let v, C v, be the valuation ofX’~! determined byv,; and let
v, be the valuation oD~ such thatv,(0) = vy, (o'"!) for everyo € O. By Lemma 4.40
Uptan U Vna U si—1[ATH/A] U 5;[AT/A] | R3(AT1 AL, 01 X1, This together with the
claim of the induction hypothesis fér— 1 establishes the first part of the claim of the hypothesis
fori. By Lemma 4.39 the sdf; is one of the possible sets of active effect§pf, in s;_;. Hence
s;—1T;_18;. This finishes the induction proof.
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Hencevpian U Vg U vegee | 10 A R3(A%, AL, O XO) A - ARg(A™L, A, On 1 Xy,
andveze. = G™ becauss,, |= G by assumption ang,[A"/A] C vegec- O

4.7 Planning with partial observability

Planning with partial observability is much more complicated than its two special cases with full
and no observability. Like planning without observability, the notion of belief states becomes very
important. Like planning with full observability, formalization of plans as sequences of operators
is insufficient. However, plans also cannot be formalized as mappings from states to operators be-
cause partial observability implies that the current state is not necessarily unambiguously known.
Hence we will need the general definition of plans introduced in Section 4.3.1.

When executing operatorin belief stateB the set of possible successor statésiig,(B), and
based on the observation that are made, this set is restricfg’dtamg,(B) N C whereC is the
equivalence class of observationally indistinguishable states corresponding to the observation.

In planning with unobservability, a backward search algorithm starts from the goal belief state
and uses regression or strong preimages for finding predecessor belief states until a belief state
covering the initial belief state is found.

With partial observability, plans do not just contain operators but may also branch. With
branching the sequence of operators may depend on the observations, and this makes it possible
to reach goals also when no fixed sequence of operators reaches the goals. Like strong preimages
in backward search correspond to images, the question arises what does branching correspond to
in backward search?

Example 4.42 Consider the blocks world with three blocks with the goal state in which all the
blocks are on the table. There are three operators, each of which picks up one block (if there is
nothing on top of it) and places it on the table. We can only observe which blocks are not below
another block. This splits the state space to seven observational classes, corresponding to the
valuations of the state variables clear-A, clear-B and clear-C in which at least one block is clear.

The plan construction steps are given in Figure 4.7. Starting from the top left, the first diagram
depicts the goal belief state. The second diagram depicts the belief states obtained by computing
the strong preimage of the goal belief state with respect to the move-A-onto-table action and
splitting the set of states to belief states corresponding to the observational classes. The next two
diagrams are similarly for strong preimages of move-B-onto-table and move-C-onto-table.

The fifth diagram depicts the computation of the strong preimage from the union of two existing
belief states in which the block A is on the table and C is on B or B is on C. In the resulting belief
state A is the topmost block in a stack containing all three blocks. The next two diagrams similarly
construct belief states in which respectively B and C are the topmost blocks.

The last three diagrams depict the most interesting cases, constructing belief states that sub-
sume two existing belief states in one observational class. The first diagram depicts the construc-
tion of the belief state consisting of both states in which A and B are clear and C is under either A
or B. This belief state is obtained as the strong preimage of the union of two existing belief states,
the one in which all blocks are on the table and the one in which A is on the table and B is on top
of C. The action that moves A onto the table yields the belief state because if A is on C all blocks
will be on the table and if A is already on the table nothing will happen. Construction of the belief



CHAPTER 4. NONDETERMINISTIC PLANNING 96

VR V[
ARG E
!
!

‘ ‘
E EE e e
ullE NG [l
oo oo |

:

I
s
I
I
I

! !
!
!

—

RS PERN

. :
:

o

Figure 4.7: Solution of a simple blocks world problem

states in which B and C are clear and A and C are clear is analogous and depicted in the last two
diagrams.
The resulting plan reaches the goal state from any state in the blocks world. The plan in the
program form is given in Figure 4.8 (order of construction is from the end to the beginning.)
|

We restrict to acyclic plans. Construction of cyclic plans requires looking at more global prop-
erties of transition graphs than what is needed for acyclic plans. Taking these local properties into
account is difficult because we want to avoid explicit enumeration of the belief states.

4.7.1 Problem representation

Now we introduce the representation for sets of state sets for which a plan for reaching goal states
exists.
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16:
IF clear-A AND clear-B AND clear-C THEN GOTO end
IF clear-A AND clear-C THEN GOTO 15
IF clear-B AND clear-C THEN GOTO 13
IF clear-A AND clear-B THEN GOTO 11
IF clear-A THEN GOTO 5
IF clear-B THEN GOTO 7
IF clear-C THEN GOTO 9
15:
move-C-onto-table
14:
IF clear-A AND clear-B AND clear-C THEN GOTO end
IF clear-A AND clear-C THEN GOTO 1
13:
move-B-onto-table
12:
IF clear-A AND clear-B AND clear-C THEN GOTO end
IF clear-B AND clear-C THEN GOTO 3
11:
move-A-onto-table
10:
IF clear-A AND clear-B AND clear-C THEN GOTO end
IF clear-A AND clear-B THEN GOTO 2

move-C-onto-table

IF clear-A AND clear-C THEN GOTO 1
IF clear-B AND clear-C THEN GOTO 2

move-B-onto-table

IF clear-A AND clear-B THEN GOTO 1
IF clear-B AND clear-C THEN GOTO 3

move-A-onto-table

IF clear-A AND clear-B THEN GOTO 2
IF clear-A AND clear-C THEN GOTO 3

move-C-onto-table
GOTO end

move-B-onto-table
GOTO end
1
move-A-onto-table
end:

Figure 4.8: A plan for a partially observable blocks world problem
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In the following example states are viewed as valuations of state variables, and the observa-
tional classes correspond to valuations of those state variables that are observable.

Example 4.43 Consider the blocks world with the state variabddsar(X) observable, allowing
to observe the topmost block of each stack. With three blocks there are 7 observational classes
because there are 7 valuations{ofear(A), clear(B) clear(C)} with at least one block clear.

Consider the problem of trying to reach the state in which all blocks are on the table. For each
block there is an action for moving it onto the table from wherever it was before. If a block cannot
be moved nothing happens. Initially we only have the empty plan for the goal states.

e e VR
. [alB] | [alc] | [B]c] . | |
(als]c] ' [ele] ¢ =[] 1 [2f2] ! !
T T T T T T
[A[s]c] ] | | | | |
| | | | | |
|

Then we compute the preimages of this set with actions that respectively put the blocks A, B
and C onto the table, and split the resulting sets to the different observational classes.

| | |
‘ Al ] [l
EECEEEE R CHEE
Al ¢ O G GOy O O O
T T

preimage of A—onto—table
preimage of B—onto—table

preimage of C—onto—table

Now for these 7 belief states we have a plan consisting of one or zero actions. But we also
have plans for sets of states that are only represented implicitly. These involve branching. For
example, we have a plan for the state set consisting of the four states in which respectively all
blocks are on the table, Ais on C, Ais on B, and B is on A. This plan first makes observations
and branches, and then executes the plan associated with the belief state obtained in each case.
Because 3 observational classes each have 2 belief states, thetenzarimal state sets with a
branching plan. From each class only one belief state can be chosen because observations cannot
distinguish between belief states in the same class.

We can find more belief states that have plans by computing preimages of existing belief states.
Let us choose the belief states in which respectively all blocks are on the table, Bis on C, Cis on
B, and Cis on A, and compute their union’s preimage with A-onto-table. The preimage intersected
with the observational classes yields new belief states: for the class with A and B clear there is a
new 2-state belief state covering both previous belief states in the class, and for the class with A
clear there is a new 2-state belief state.
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Computation of further preimages yields for each observational class a belief state covering all
the states in that class, and hence a plan for every belief state. |

Next we formalize the framework in detail.

Definition 4.44 (Belief space)Let P = (C4, ..., C),) be a partition of the set of all states. Then
a belief spacés ann-tuple (G4, ..., G,,) whereG; C 2% forall i € {1,...,n} andB ¢ B’ for
allie{1,...,n} and{B, B’} C G,.

Notice that in each component of a belief space we only have set-inclusion maximal be-
lief states. The simplest belief spaces are obtained fromBeib states asF(B) = ({C1 N
B}, ..., {C, n B}). A belief space is extended as follows.

Definition 4.45 (Extension) LetP = (C4,. .., C,) be the partition of all states7 = (G1,...,G,)

a belief space, and a set of states. Defi@® 1 as(G1VU(T'NCY),...,G,U(T'NCy,)) where the
operationy adds the latter set of states to the former set of sets of states and eliminates sets that
are not set-inclusion maximal, defined@®V = {R e UU{V}|R ¢ K forall K € UU{V }}.

A belief spaceG = (G1,...,Gy) represents the set of sets of stateg@at= {B; U --- U
B,|B; € G;foralli € {1,...,n}} and its cardinality isG1| - |G| - ... - |Gy|.

4.7.2 Complexity of basic operations

The basic operations on belief spaces needed in planning algorithms are testing the membership
of a set of states in a belief space, and finding a set of states whose preimage with respect to an
action is not contained in the belief space. Next we analyze the complexity of these operations.

Theorem 4.46 For belief spacess and state set®, testing whether there i8’ € flat(G) such
that B C B’, and computindg= & B takes polynomial time.

Proof: Idea: A linear number of set-inclusion tests suffices. O

Our algorithm for extending belief spaces by computing the preimage of a set of states (Lemma 4.48)
uses exhaustive search and runs in worst-case exponential time. This asymptotic worst-case com-
plexity is very likely the best possible because the problem is NP-hard. Our proof for this fact
is a reduction from SAT: represent each clause as the set of literals that are not in it, and then a
satisfying assignment is a set of literals that is not included in any of the sets, corresponding to the
same question about belief spaces.
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Theorem 4.47 Testing if for belief spacé& there isR ¢ flat(G) such that preimg(R) ¢ R’ for
all R’ € flat(G) is NP-complete. This holds even for deterministic actians

Proof: Membership is easy: FaF = (Gy,...,G,) choose nondeterministicallig; € G; for
everyi € {1,...,n}, computeR = preimg,(R; U ---U R,,), and verify thatR N C; £ B for
somei € {1,...,n} and allB € G;. Each of these steps takes only polynomial time.

LetT = {ci,...,cn} be a set of clauses over propositiohs= {a1,...,ax}. We define a
belief space based on stafes, . .., ax, a1, ..., ak, 21, - -, 2k, 21, - - . , 2 . The stated represent
negative literals. Define

= (A\¢)U{ala € A,-a & ¢;} fori e {1,...,m},

<{C/17"‘70%}’{{21}7{21}}7'”v{{zk}v{ék}p7
= {(ai,zi)|1 <1< k‘} U {<&2,21>|1 <1 < k’}

/
G
G

o

We claim that? is satisfiable if and only if there i8 € flat(G) such thapreimg,(B) € B’
forall B’ € flat(G).

AssumeT is satisfiable, that is, there i such that\/ = T'. DefineM' = {z;|a; € A, M =
a; }U{z;|la; € A, M |~ a;}. Now M’ C B for someB e flat(G) because from each class only one
of {z;} or {%;} is taken. LetM"” = preimg,(M') = {a; € AIM |= a;} U {aila; € A, M [~ a;}.
We show thatV/” ¢ B for all B € flat(G). Take anyi € {1,...,m}. BecauséVl [ ¢;, there is
a; € ¢; N AsuchthatM = a; (or —a; € ¢;, for which the proof goes similarly.) Now; € M,
and therefore; € M". Also, a; ¢ . As there is such aa; (or —a;) for everyi € {1,...,m},
M" is not a subset of any/,, and hencé\/” ¢ B for all B € flat(G).

Assume there i3 € flat(G) such thatD = preimg,(B) ¢ B’ for all B’ € flat(G). Now
D is a subset oA U {a|la € A} with at most one ofi; anda; for any: € {1,...,k}. Define a
model M such that for al € A, M | aifand only ifa € D. We show thatV/ = T'. Take
anyi € {1,...,m} (corresponding to a clause.) A3 Z B for all B € flat(G), D ¢ c,. Hence
there isa; or a; in D\c;. Consider the case wiihy (a; goes similarly.) Asi; & ¢}, a; € ¢;. By
definition of M/, M = a; and hencél/ = ¢;. Asthisholds forali € {1,...,m}, M =T. O

4.7.3 Algorithms

Based on the problem representation in the preceding section, we devise a planning algorithm
that repeatedly identifies new belief states (and associated plans) until a plan covering the initial
states is found. The algorithm in Figure 4.10 tests for plan existence; further book-keeping is
needed for outputting a plan. The size of the plan is proportional to the number of iterations the
algorithm performs, and outputting the plan takes polynomial time in the size of the plan. The
algorithm uses the subproceddiednew(Figure 4.9) for extending the belief space (this is the
NP-hard subproblem from Theorem 4.47). Our implementation of the subprocedure orders sets
f1,---, fm by cardinality in a decreasing order: bigger belief states are tried first. We also use
a simple pruning technique for deterministic actionsf preimg,(f;) C preimg,(f;) for somei

andj such that > j, then we may ignor¢;.

Lemma 4.48 Let H be a belief space and an action. The procedure call findnew{,F, H)
returns a setB’ of states such thaB’ = preimg,(B) for someB € flat(F') and B’ ¢ B” for all
B" e flat(H), and if no such belief state exists it retutths
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procedure findnewp,A,F,H);
if F¥= () andpreimg,(A) Z B forall B € flat(H)
then return A4;
if = () then return (;
Fis{{f1,..., fm}, Fs,..., Fy) for somek > 1;
fori:=1tomdo

B :=findnewp,A U f;,(Fs, ..., Fy),H);

if B # () then return B;
end;
return (;

=

Figure 4.9: Algorithm for finding new belief states

procedure plan(/,0,G);
H :=F(G);
progress :=true;
while progress and ¢ I’ for all I’ € flat(H) do
progress = false;
for eacho € O do
B = findnewp,),H ,H);
if B # () then
9: begin
10: H = H @ preimg,(B);
11: progress = true;
12: end;
13: end;
14: end;
15: if I C I’ for somel’ € flat(H) then return true
16: else returnfalse;

Figure 4.10: Algorithm for planning with partial observability

Proof: Sketch: The procedure goes through the elem@sts. .., B,,) of F} x --- x F,, and tests
whethermpreimg,(B; U---U By,) isin H. The setsB; U - - U B,, are the elements of flgk’). The
traversal through; x --- x F,, is by generating a search tree with element$'pfs children of

the root node, elements &% as children of every child of the root node, and so on, and testing
whether the preimage is ifl. The second parameter of the procedure represents the state set
constructed so far from the belief space, the third parameter is the remaining belief space, and the
last parameter is the belief space that is to be extended, that is, the new belief state may not belong
toit. O

The correctness proof of the procedylan consists of the following lemma and theorems.
The first lemma simply says that extending a belief spécis monotonic in the sense that the
members of flgtH ) can only become bigger.

Lemma 4.49 Assumél’ is any set of states anfl € flat(H). Then there i3’ € flat(H ¢ T') so
that B C B'.
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The second lemma says that if we have belief states in different observational classes such that
each is included in a belief state of a belief spatehen there is a set in fig ) that includes all
these belief states.

Lemma 4.50 Let By, ..., B, be sets of states so that for evene {1,...,n} there isB, ¢
flat(H) such thatB; C B!, and there is no observational clagéssuch that for soméi, j} C
{1,...,n} bothi # jandB; N C # @ andB; N C # (. Then there isB’ € flat(H) such that
BiU---UB, CDB.

The proof of the next theorem shows how the algorithm is capable of finding any plan by
constructing it bottom up starting from the leaf nodes. The construction is based on first assigning
a belief state to each node in the plan, and then showing that the algorithm reaches that belief state
from the goal states by repeated computation of preimages.

Theorem 4.51 Whenever there exists a finite acyclic plan for a problem instance, the algorithm
in Figure 4.10 returngrue

Proof: Assume that there is a pldiV, b, [) for a problem instancés, I, O, G, P). We assume that
states inS are valuations of a set of state variables. Label all nodes of the plan as follows. Each
initial noden; for i € {1,...,m} with {(¢1,n1),..., (¢m,nm)} We assign the label (n;) =
{s €lls = ¢i}.

When all parent nodes;, . . ., n,,) of a noden have a label, we assign a labeltoLeti(n;) =
(0i, {(i,n),...}) foralli € {1,...,m}. ThenZ(n) = Ucqr,. ny{s € 1MG, (Z(ni))ls = ¢i}-

If the above labeling does not assign anything to a ngdéaen assigrZ (n) = (). Each node is
labeled with exactly those states that are possible in that node on some execution.

We show that if plans foZ (n1), ..., Z(ny) exist, wheren, ..., ny are children of a node,
then the algorithm determines that a plan Zim) exists as well.

Induction hypothesis: for every plan nodesuch that all paths from it to a terminal node have
lengthi or less,B = Z(n) is a subset of somB’ € flat(H) whereH is the value of the program
variable H after thewhile loop exits andd could not be extended further.

Base caseé = 0: Terminal nodes of the plan are labeled with subset§.0By Lemma 4.49
there isG’ such thatG C G’ andG’ < flat(H) because initiallyd = F(G) and thereafter it was
repeatedly extended.

Inductive casé > 1: Letn be a plan node with(n) = (o, {(¢1,n1), - .., (¢r, nx) }

We show thatZ (n) C B for someB € flat(H).

By the induction hypothesi&(n;) C B for someB € flat(H) forall i € {1, ..., k}.

Foralli € {1,...,k} {s €img,(Z(n))|s = ¢:i} C Z(n;).

Hence by Lemma 4.5@ = U;cqy . jy{s € img(Z(n))|s = ¢i} C B’ for someB’ €
flat(H). Assume that there is no sudd’. But now by Lemma 4.48 findnew(),H,H) would
return B”” such thatpreimg,(B"”") ¢ B for all B € flat(H), and thewhile loop could not have
exited with H, contrary to our assumption abatt O

Theorem 4.52 LetIl = (S, 1,0, G, P) be a problem instance. If plah{O,G) returnstrue, then
IT has a solution plan.

Proof: Let Hy, Hy, ... be the sequence of belief spadégproduced by the algorithm.
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Induction hypothesis: For evety € H; ; forsomej € {1,...,n} andH; = (H;1,...,H; )
a plan reaching- exists.

Base case = 0: Every component off, consists of a subset 6f. The empty plan reachés.

Inductive case > 1: H,,; is obtained adi; & preimg,(B) where B = findnewp,),H;,H;)
ando is an operator.

By Lemma 4.48B € flat(H;). By the induction hypothesis there are plandor every B N
Ci,i € {1,...,n}. The plan that executesfollowed by 7; on observatiorC; reaches7 from
preimg,(B).

Let B’ € Hiyq1j for Hipy = (Hiq11,...,Hit1,) and someg € {1,...,n}. We show that
for B’ there is a plan for reaching.

If B’ € H; ; then by the induction hypothesis a plan exists.

OtherwiseB’ C preimg,(B) and we can use the plan fpreimg,(B) that first applie® and
then continues with a plan associated with one of the belief statés in O

It would be easy to define an algorithm that systematically generates all belief states (plans)
breadth-first and therefore plans with optimal execution lengths, but this algorithm would in prac-
tice be much slower and plans would be bigger.

Above we have used only one partition of the state space to observational classes. However, it
is straightforward to generalize the above definitions and algorithms to the case in which several
partitions are used, each for a different set of actions. This means that the possible observations
depend on the action that has last been taken.

4.8 Computational complexity

In this section we analyze the computational complexity of the main decision problems related
to nondeterministic planning. The conditional planning problem is a generalization of the deter-
ministic planning problem from Chapter 3, and therefore the plan existence problem is at least
PSPACE-hard. In this section we discuss the computational complexity of each of the three plan-
ning problems, the fully observable, the unobservable, and the general partially observable plan-
ning problem, showing them respectively complete for the complexity classes EXP, EXPSPACE
and 2-EXP.

4.8.1 Planning with full observability

We first show that the plan existence problem for nondeterministic planning with full observability
is EXP-hard and then that the problem is in EXP.

The EXP-hardness proof in Theorem 4.53 is by simulating polynomial-space alternating Tur-
ing machines by nondeterministic planning problems with full observability and the using the fact
that the complexity classes EXP and APSPACE are the same (see Section 2.4.) The most inter-
esting thing in the proof is the representation of alternation. Theorem 3.59 already showed how
deterministic Turing machines with a polynomial space bound are simulated, and the difference is
that we now have nondeterminism, that is, a configuration of the TM may have several successor
configurations, and that there are bethnd3 states’

2Restricting the proof of Theorem 4.53 Bbstates with nondeterministic transitions would yield a proof of the
NPSPACE-hardness of deterministic planning, but this is not interesting as PSPACE=NPSPACE.
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TheV states mean that all successor configurations must be accepting (terminal or non-terminal)
configurations. Thél states mean that at least one successor configuration must be an accepting
(terminal or non-terminal) configuration. Both of these requirements can be represented in the
nondeterministic planning problem.

The transitions from a configuration withvastate will correspond to one nondeterministic
operator. That all successor configurations must be accepting (terminal or non-terminal) configu-
rations corresponds to requirement in planning that from all successor states of a state a goal state
must be reached.

Every transition from a configuration with state will correspond to a deterministic operator,
that is, the transition may be chosen, as only one of the successor configurations needs to be
accepting.

Theorem 4.53 The problem of testing the existence of an acyclic plan for problem instances with
full observability is EXP-hard.

Proof: Let (X, @, 4, qo, g) be any alternating Turing machine with a polynomial space bogny
Let o be an input string of length.

We construct a problem instance in nondeterministic planning with full observability for sim-
ulating the Turing machine. The problem instance has a size that is polynomial in the size of the
description of the Turing machine and the input string.

The setA of state variables in the problem instance consists of

1. q € Q for denoting the internal states of the TM,
2. s; for every symbok € X U {|,0} and tape cell € {0,...,p(n)}, and
3. h; for the positions of the R/W headc {0, ...,p(n) + 1}.

The unique initial state of the problem instance represents the initial configuration of the TM.
The corresponding formula is the conjunction of the following literals.

1. q

~q forall g € Q\{qo}.

siforall s € ¥ andi € {1,...,n} such thatth input symbol iss.

—s; forall s € ¥ andi € {1,...,n} such thatth input symbol is not.
—s; foralls e Yandi € {0,n+ 1,n+2,...,p(n)}.

O;foralli e {n+1,...,p(n)}.

-0; foralli € {0,...,n}.

lo

© © N o g > W N

-, foralln € {1,...,p(n)}

=
o

. hy

=
=

. —h;foralli € {0,2,3,4,...,p(n) + 1}
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The goal is the following formula.

G = \/{q € Qlg(q) = accep}

Next we define the operators. All the transitions may be nondeterministic, and the important
thing is whether the transition is forvastate or art state3 For a given input symbol andvastate,
the transition corresponds to one nondeterministic operator, whereas for a given input symbol and
and state the transitions corresponds to a set of deterministic operators.

To define the operators, we first define effects corresponding to all possible transitions.

Forall(s,q) € (XU{],0})xQ,i € {0,...,p(n)}and(s’,¢',m) € (XU{|})xQx{L, N, R}
define the effect, , ;(s, ¢, m) asa A k A 6 where the effects, ~ andf are defined as follows.

The effecta describes what happens to the tape symbol under the R/W head= i’ then
a = T as nothing on the tape changes. Otherwise; —s; A s, to denote that the new symbol in
theith tape cell iss’ and nots.

The effectx describes the change to the internal state of the TM. Again, either the state changes
or does not, s& = —q A ¢ if ¢ # ¢’ and T otherwise. We define = —-¢ wheni = p(n) and
m = R so that when the space bound gets violated, no accepting state can be reached.

The effectd describes the movement of the R/W head. Either there is movement to the left, no
movement, or movement to the right. Hence

—h; ANhj—1 fm=1L
0= T ifm=N
=h; A Rt ifm=R

By definition of TMs, movement at the left end of the tape is always to the right. Similarly, we
have state variable for R/W head positigim) + 1 and moving to that position is possible, but no
transitions from that position are possible, as the space bound has been violated.

Now, these effects that represent possible transitions are used in the operators that simulate the
ATM. Operators for existential statesg(q) = 3 and for universal stateg g(q) = V differ. Let
(s.q) € (SU{1,0}) x Qi € {0,...,p(n)} andd(s, q) = {{s1,qr,m1).. ... sk, ar. 1) }.

If g(¢) = 3, then defing: deterministic operators

0s,q,i,1 = <h1 A siNg, Ts,q,i(slv q1, m1)>
0s,qi,2 = (hi N 8i N q, T q,i(52, G2, m2))
Os,q,ike = (hi N 8i N Qs Toq,i (S Qis M)

That is, the plan determines which transition is chosen.
If g(q) =V, then define one nondeterministic operator

0s,qi = (hi Nsi Nq, (Ts,q.i(51,q1,m1)]
Ts,q,i(SQa Q2,m2>\

Ts,q,i (Sk» Qs M) -

That is, the transition is chosen nondeterministically.

3No operators are needed for accepting or rejecting states.
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We claim that the problem instance has a plan if and only if the Turing machine accepts without
violating the space bound.

If the Turing machine violates the space bound, the state variaple, ; becomes true and an
accepting state cannot be reached because no operator will be applicable.

Otherwise, we show inductively that from a computation tree of an accepting ATM we can
extract a conditional plan that always reaches a goal state, and vice versa. For obtaining an cor-
respondence between conditional plans and computation trees it is essential that the plans are
acyclic.

kesken

So, because all alternating Turing machines with a polynomial space bound can be in polyno-
mial time translated to a nondeterministic planning problem, all decision problems in APSPACE
are polynomial time many-one reducible to nondeterministic planning, and the plan existence
problem is APSPACE-hard and consequently EXP-hard. O

We can extend Theorem 4.53 to general plans with loops. The problem looping plans cause in
the proofs of this theorem is that a Turing machine computation of infinite length is not accepting
but the corresponding infinite length zero-probability plan execution is allowed to be a part of plan
and would incorrectly count as an accepting Turing machine computation.

To eliminate infinite plan executions we have to modify the Turing machine simulation. This
is by counting the length of the plan executions and failing when at least one state or belief state
must have been visited more than once. This modification makes infinite loops ineffective, and
any plan containing a loop can be translated to a finite non-looping plan by unfolding the loop. In
the absence of loops the simulation of alternating Turing machines is faithful.

Theorem 4.54 The plan existence problem for problem instances with full observability is EXP-
hard.

Proof: This is an easy extension of the proof of Theorem 4.53. If there,atate variables, an
acyclic plan exists if and only if a plan with execution length at m3s#xists, because visiting any
state more than once is unnecessary. Plans that rely on loops can be invalidated by counting the
number of actions taken and failing when this exce&dsThis counting can be done by having
n + 1 auxiliary state variablesy, ..., ¢, that are initialized to false. Every operat@r, e) is
extended tdp, e A t) wheret is an effect that increments the binary number encodedg by . , ¢,
by one until the most significant hif, becomes one. The go@lis replaced by A —¢,,.

Then a plan exists if and only if an acyclic plan exists if and only if the alternating Turing
machine accepts. O

Theorem 4.55 The problem of testing the existence of a plan for problem instances with full ob-
servability is in EXP.

Proof: The algorithm in Section 4.4.2 runs in exponential time in the size of the problem in-
stance. ]
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4.8.2 Planning without observability

The plan existence problem of conditional planning with unobservability is more complex than
that of conditional planning with full observability.

To show the unobservable problem EXPSPACE-hard by a direct simulation of exponential
space Turing machines, the first problem is how to encode the tape of the TM. With polynomial
space, as in the PSPACE-hardness and APSPACE-hardness proofs of deterministic planning and
conditional planning with full observability, it was possible to represent all the tape cells as the
state variables of the planning problem. With an exponential space bound this is not possible any
more, as we would need an exponential number of state variables, and the planning problem could
not be constructed in polynomial time.

Hence we have to find a more clever way of encoding the working tape. It turns out that we
can use the uncertainty about the initial state for this purpose. When an execution of the plan
that simulates the Turing machine is started, we randomly choose one of the tape cells to be the
watchedtape cell. This is the only cell of the tape for which the current symbol is represented in
the state variables. On all transitions the plan makes, if the watched tape cell changes, the change
is reflected in the state variables.

That the plan corresponds to a simulation of the Turing machine it is tested whether the tran-
sition the plan makes when the current tape cell is the watched tape cell is the one that assumes
the current symbol to be the one that is stored in the state variables. If it is not, the plan is not a
valid plan. Because the watched tape cell could be any of the exponential number of tape cells,
all the transitions the plan makes are guaranteed to correspond to the contents of the current tape
cell of the Turing machine, so if the plan does not simulate the Turing machine, the plan is not
guaranteed to reach the goal states.

The proof requires both several initial states and unobservability. Several initial states are
needed for selecting the watched tape cell, and unobservability is needed so that the plan cannot
cheat: if the plan can determine what the current tape cell is, it could choose transitions that do
not correspond to the Turing machine on all but the watched tape cell. Because of unobservability
all the transitions have to correspond to the Turing machine.

Theorem 4.56 The problem of testing the existence of a plan for problem instances with unob-
servability is EXPSPACE-hard.

Proof: Proof is a special case of the proof of Theorem 4.59. We do notWatates and restrict

to deterministic Turing machines. Nondeterministic Turing machines could be simulated for a
NEXPSPACE-hardness proof, but it is already known that EXPSPACE = NEXPSPACE, so this
additional generality would not bring anything.

Let (¥, Q, 0, qo, g) be any deterministic Turing machine with an exponential space baund
Let o be an input string of length. We denote théth symbol ofo by o;.

The Turing machine may use spade ), and for encoding numbers frofno e(n) + 1 corre-
sponding to the tape cells we need= [log,(e(n) + 2)| Boolean state variables.

We construct a problem instance in nondeterministic planning without observability for simu-
lating the Turing machine. The problem instance has a size that is polynomial in the size of the
description of the Turing machine and the input string.

We cannot have a state variable for every tape cell because the reduction from Turing machines
to planning would not be polynomial time. It turns out that it is not necessary to encode the whole
contents of the tape in the transition system of the planning problem, and that it suffices to keep
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track of only one tape cell (which we will call th@atched tape céllthat is randomly chosen in
the beginning of every execution of the plan.
The setA of state variables in the problem instance consists of

1. ¢ € Q for denoting the internal states of the TM,

2. w; fori € {0,...,m — 1} for the watched tape celle {0,...,e(n)},

3. sfor every symbok € ¥ U {|, O} for the contents of the watched tape cell,

4. h;fori € {0,...,m — 1} for the position of the R/W heade {0,...,e(n) + 1}.

The uncertainty in the initial state is about which tape cell is the watched one. Otherwise the
formula encodes the initial configuration of the TM, and it is the conjunction of the following
formulae.

1. qo0

2. g forallg € Q\{qo}-

3. Formulae for having the contents of the watched tape cell in state varighleg, (}.

o (w=0)
O« (w>n)

.....

4. h = 1 for the initial position of the R/W head.

So the initial state formula allows any values for state variableand the values of the state
variabless € ¥ are determined on the basis of the valuesvaf The expressions = i, w > i
denote the obvious formulae for testing integer equality and inequality of the numbers encoded by
wop, wi, . . .. Later we will also use effects := h + 1 andh := h — 1 that represent incrementing
and decrementing the number encodedipyh, . . ..

The goal is the following formula.

G = \/{q € Qlg(q) = accep}

To define the operators, we first define effects corresponding to all possible transitions.

Forall(s,q) € (XU{],0}) x Q and(s’,¢',m) € (XU{|}) x @ x {L, N, R} define the effect
Ts.q(8',¢',m) asa A k A 6 where the effects, x andd are defined as follows.

The effecta describes what happens to the tape symbol under the R/W head= i’ then
a = T as nothing on the tape changes. Otherwise; ((h = w) > (—s A §')) to denote that the
new symbol in the watched tape cellsisand nots.

The effectx describes the change to the internal state of the TM. Again, either the state changes
or does not, s& = —q A ¢ if ¢ # ¢’ and T otherwise. If R/W head movement is to the right we
definex = =g A ((h < e(n)) > ¢') if ¢ # ¢ and(h = e(n)) > —q otherwise. This prevents
reaching an accepting state if the space bound is violated: no further operator applications are
possible.
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The effectd describes the movement of the R/W head. Either there is movement to the left, no
movement, or movement to the right. Hence

h:=h—-1ifm=1L
0 = T ifm=N
hi=h+1 ifm=R

By definition of TMs, movement at the left end of the tape is always to the right.

Now, these effects; ,(s’, ¢’, m) which represent possible transitions are used in the operators
that simulate the DTM. Lets, ¢) € (X U {],0}) x Q andd(s,q) = {(s',¢',m)}.

If g(¢) = 3, then define the operator

0sq = ((h #w) V $) N, Tsg(s", ¢, m))

It is easy to verify that the planning problem simulates the DTM assuming that when operator
0s,4 IS €xecuted the current tape symbol is indee8o assume that someg, is the first operator
that misrepresents the tape contents and/thatc for some tape cell location Now there is an
execution of the plan so that = c. On this execution the preconditien , is not satisfied, and
the plan is not executable. Hence a valid plan cannot contain operators that misrepresent the tape
contents. O

Theorem 4.57 The problem of testing the existence of a plan for problem instances with unob-
servability is in EXPSPACE.

Proof: Proof is similar to the proof Theorem 3.60 but works at the level of belief states. [

The two theorems together yield the EXPSPACE-completeness of the plan existence problem
for conditional planning without observability.

4.8.3 Planning with partial observability

We show that the plan existence problem of the general conditional planning problem with partial
observability is 2-EXP-complete. The hardness proof is by a simulation of AEXPSPACE=2-EXP
Turing machines. Membership in 2-EXP is obtained directly from the decision procedure dis-
cussed earlier: the procedure runs in polynomial time in the size of the enumerated belief space of
doubly exponential size.

Showing that the plan existence problem for planning with partial observability is in 2-EXP is
straightforward. The easiest way to see this is to view the partially observable planning problem
as a nondeterministic fully observable planning problem with belief states viewed as states. An
operator maps a belief state to another belief state nondeterministically: compute the image of a
belief state with respect to an operator, and choose the subset of its states that correspond to one
of the possible observations. Like pointed out in the proof of Theorem 4.55, the algorithms for
fully observable planning run in polynomial time in the size of the state space. The state space
with the belief states as the states has a doubly exponential size in the size of the problem instance,
and hence the algorithm runs in doubly exponential time in the size of the problem instance. This
gives us the membership in 2-EXP.
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Theorem 4.58 The plan existence problem for problem instances with partial observability is in
2-EXP.

The hardness proof is an extension of both the EXP-hardness proof of Theorem 4.53 and of
the EXPSPACE-hardness proof of Theorem 4.56. From the first proof we have the simulation of
alternating Turing machines, and from the second proof the simulation of Turing machines with
an exponentially long tape.

Theorem 4.59 The problem of testing the existence of an acyclic plan for problem instances with
partial observability is 2-EXP-hard.

Proof: Let (X, Q, 4, qo, g) be any alternating Turing machine with an exponential space bound
e(z). Leto be an input string of length. We denote théth symbol ofo by o;.

The Turing machine may use spade ), and for encoding numbers froénto e(n) + 1 corre-
sponding to the tape cells we need= [log,(e(n) + 2)| Boolean state variables.

We construct a problem instance in nondeterministic planning with full observability for sim-
ulating the Turing machine. The problem instance has a size that is polynomial in the size of the
description of the Turing machine and the input string.

We cannot have a state variable for every tape cell because the reduction from Turing machines
to planning would not be polynomial time. It turns out that it is not necessary to encode the whole
contents of the tape in the transition system of the planning problem, and that it suffices to keep
track of only one tape cell (which we will call theatched tape céllthat is randomly chosen in
the beginning of every execution of the plan.

The setA of state variables in the problem instance consists of

[EEN

. q € Q for denoting the internal states of the TM,
w; fori € {0,...,m — 1} for the watched tape celle {0,...,e(n)},

s for every symbok € ¥ U {|, O} for the contents of the watched tape cell,

w0 DN

s* for everys € ¥ U {|} for the symbol last written (important for nondeterministic transi-
tions),

5. L, R andN for the last movement of the R/W head (important for nondeterministic transi-
tions), and

6. h; fori € {0,...,m — 1} for the position of the R/W heade {0,...,e(n) + 1}.

The observable state variables é&reNV andR, ¢ € ), ands* for s € X. These are needed by
the plan to decide how to proceed execution after a nondeterministic transition Witate.

The uncertainty in the initial state is about which tape cell is the watched one. Otherwise the
formula encodes the initial configuration of the TM, and it is the conjunction of the following
formulae.

1. q

2. —¢gforallg € Q\{qo}-
3. ~s*foralls € ¥ U{|}.
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4. Formulae for having the contents of the watched tape cell in state varighles, (1}.

| = (w=0)
O« (w>n)
$ < Vieq1,..n}os(w =) foralls € &

5. h = 1 for the initial position of the R/W head.

So the initial state formula allows any values for state variableand the values of the state
variabless € ¥ are determined on the basis of the valuesvaf The expressions = i, w > i
denote the obvious formulae for testing integer equality and inequality of the numbers encoded by
wop, wi, . . .. Later we will also use effects := h + 1 andh := h — 1 that represent incrementing
and decrementing the number encodedipyh, . . ..

The goal is the following formula.

G = \/{q € Qlg(q) = accep}

Next we define the operators. All the transitions may be nondeterministic, and the important
thing is whether the transition is forvastate or ard state. For a given input symbol and state,
the transition corresponds to one nondeterministic operator, whereas for a given input symbol and
and state the transitions corresponds to a set of deterministic operators.

To define the operators, we first define effects corresponding to all possible transitions.

Forall(s,q) € (XU{],0}) x Q and(s’,¢',m) € (XU{|}) x @ x {L, N, R} define the effect
7s.4(8', ¢, m) asa A k A 0 where the effects, x andf are defined as follows.

The effecta describes what happens to the tape symbol under the R/W head= i’ then
a = T as nothing on the tape changes. Otherwise; ((h = w) > (-s A s')) A ™ A —s* 10
denote that the new symbol in the watched tape cell @d nots, and to make it possible for the
plan to detect which symbol was written to the tape by the possibly nondeterministic transition.

The effectx describes the change to the internal state of the TM. Again, either the state changes
or does not, s& = —q A ¢ if ¢ # ¢’ and T otherwise. If R/W head movement is to the right we
definex = =g A ((h < e(n)) > ¢) if ¢ # ¢’ and(h = e(n)) > —q otherwise. This prevents
reaching an accepting state if the space bound is violated: no further operator applications are
possible.

The effectd describes the movement of the R/W head. Either there is movement to the left, no
movement, or movement to the right. Hence

(h:==h—1)ANLA-NA-R ifm=1L
0= NA-LA-R ifm=N
(h:=h+1)ANRA-LA-N ifm=R
By definition of TMs, movement at the left end of the tape is always to the right.
Now, these effects; ,(s’, ¢’, m) which represent possible transitions are used in the opera-

tors that simulate the ATM. Operators for existential stategq) = 3 and for universal states

q,9(q) = V differ. Let (s, q) € (XU {|,0}) x Q@ andd(s,q) = {(s1,q1,m1), ..., {Sk, gk, mk) }.
If g(q) = 3, then define: deterministic operators

05,41 = (((h #w) V 8) A\ q,Ts 4(51,q1,m1))
05,42 = (((h # w) V 8) A q,Ts ¢(52, g2, m2))

Ong = (1 # ) V ) A @, Tag (552 G 28))
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That is, the plan determines which transition is chosen.
If g(¢) =V, then define one nondeterministic operator

05, = (((h # w) V s) Nq, (Ts4(51,q1,m1)|
Ts,q(327q27m2)|

Ts,q(skn dk, mk)>)

That is, the transition is chosen nondeterministically.

We claim that the problem instance has a plan if and only if the Turing machine accepts without
violating the space bound. If the Turing machine violates the space bound; ther{n) and an
accepting state cannot be reached because no further operator will be applicable.

From an accepting computation tree of an ATM we can construct a plan, and vice versa. Ac-
cepting final configurations are mapped to terminal nodes of planenfigurations are mapped
to operator nodes in which an operator corresponding to the transition to an accepting successor
configuration is applied, and-configurations are mapped to operator nodes corresponding to the
matching nondeterministic operators followed by a branch node that selects the plan nodes corre-
sponding to the successors of theonfiguration. The successorswhindd configurations are
recursively mapped to plans.

Construction of computation trees from plans is similar, but involves small technicalities. A
plan with DAG form can be turned into a tree by having several copies of the shared subplans.
Branches not directly following the nondeterministic operator causing the uncertainty can be
moved earlier so that every nondeterministic operator is directly followed by a branch that chooses
a successor node for every possible new state, written symbol and last tape movement. With these
transformations there is an exact match between plans and computation trees of the ATM, and
mapping from plans to ATMs is straightforward like in the opposite direction.

Because alternating Turing machines with an exponential space bound are polynomial time
reducible to the nondeterministic planning problem with partial observability, the plan existence
problem is AEXPSPACE=2-EXP-hard. d

What remains to be done is the extension of the above theorem to the case with arbitrary
(possibly cyclic) plans. For the fully observable case counting the execution length does not
pose a problem because we only have to count an exponential number of execution steps, which
can be represented by a polynomial number of state variables, but in the partially observable
case we need to count a doubly exponential number of execution steps, as the number of belief
states to be visited may be doubly exponential. A binary representation of these numbers requires
an exponential number of bits, and we cannot use an exponential number of state variables for
the purpose, because the reduction to planning would not be polynomial time. However, partial
observability together with only a polynomial number of auxiliary state variables can be used to
force the plans to count doubly exponentially far.

Theorem 4.60 The plan existence problem for problem instances with partial observability is 2-
EXP-hard.

Proof. We extend the proof of Theorem 4.59 by a counting scheme that makes cyclic plans inef-
fective. We show how counting the execution length can be achieved within a problem instance
obtained from the alternating Turing machine and the input string in polynomial time.
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Instead of representing the exponential number of bits explicitly as state variables, we use a
randomizing technique for forcing the plans to count the number of Turing machine transitions.
The technique has resemblance to the idea in simulating exponentially long tapes in the proofs of
Theorems 4.56 and 4.53.

For a problem instance with state variables (representing the Turing machine configurations)
executions that visit each belief state at most once may have lehgtrRepresenting numbers
from 0t022" — 1 require2” binary digits. We introduce + 1 new unobservable state variables
do, ..., dy, for representing the index of one of the digits andfor the value of that digit, and
new state variables, . . ., ¢, through which the plan indicates changes in the counter of Turing
machine transitions. There is a set of operators by means of which the plan sets the values of these
variables before every transition of the Turing machine is made.

The idea of the construction is the following. Whenever the counter of TM transitions is incre-
mented, one of thg" digits in the counter changes from 0 to 1 and all of the less significant digits
change from 1 to 0. The plan is forced to communicate the index of the digit that changes from
0 to 1 by the state variables, ..., c¢,. The unobservable state variablgs. . ., d,, vq store the
index and value of one of the digits (chosen randomly in the beginning of the plan execution), that
we callthe watched digjtand they are used for checking that the reportingyof. ., ¢, by the
plan is truthful. The test for truthful reporting is randomized, but this suffices to invalidate plans
that incorrectly report the increments, as a valid plan has to reach the goals on every possible exe-
cution. The plan is invalid if reporting is false or when the count can ex2éedFor this reason
a plan for the problem instance exists if and only if an acyclic plan exists if and only if the Turing
machine accepts the input string.

Next we exactly define how the problem instances defined in the proof of Theorem 4.59 are
extended with a counter to prevent unbounded looping.

The initial state description is extended with the conjundt to signify that the watched digit
is initially O (all the digits in the counter implicitly represented in the belief state are 0.) The state
variablesdy, . . . , d,, may have any values which means that the watched digit is chosen randomly.
The state variableg,, dy, . . ., d,, are all unobservable so that the plan does not know the watched
digit (may not depend on it).

There is also a failure flag that is initially set to false by having f in the initial states formula.

The goal is extended byf A ((do A - - - Ad,) — —d,) to prevent executions that lead to setting
£ true or that have lengtt?" "' —* or more. The conjundidy A - - - Ad,,) — —d, is false if the index
of the watched digit i€"*! — 1 and the digit is true, indicating an execution of lengtt2?" "' 1.

Then we extend the operators simulating the Turing machine transitions, as well as introduce
new operators for indicating which digit changes from 0 to 1.

The operators for indicating the changing digit are

(T,¢;) forallie{0,...,n}
(T,—¢;) foralli € {0,...,n}

The operators for Turing machine transitions are extended with the randomized test that the digit
the plan claims to change from 0 to 1 is indeed the one: every opéfatgrdefined in the proof
of Theorem 4.59 is replaced Wy, e At) where the testis the conjunction of the following effects.

((e=d)Ndy) > f
(c=d) > d,

((c>d)N—dy) > f

(¢>d) > —d,
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Herec = d denotegcy < dy) A --- A (¢, < d,,) andc > d encodes the greater-than test for the
binary numbers encoded by, . .., ¢, anddy, . .., d,.
The above effects do the following.

1. When the plan claims that the watched digit changes from 0 to 1 and the vadlyet,
fail.

2. When the plan claims that the watched digit changes from 0 to 1, ch&rgel.

3. When the plan claims that a more significant digit changes from 0 to 1 and the valye of
is 0, fail.

4. When the plan claims that a more significant digit changes from 0 to 1, set the valye of
to 0.

That these effects guarantee the invalidity of a plan that relies on unbounded looping is because
the failure flagf will be set if the plan lies about the count, or the most significant bit with index
2n+1 _ 1 will be set if the count reach@3™"' ~1. Attempts of unfair counting are recognized and
consequently is set to true because of the following.

Assume that the binary digit at indéxchanges from 0 to 1 (and therefore all less significant
digits change from 1 to 0) and the plan incorrectly claims that it is the digiat changes, and
this is the first time on that execution that the plan lies (hence the valdgisfthe true value of
the watched digit.)

If j > 4, theni could be the watched digit (and hence> d), and forj to change from 0
to 1 the less significant bit should be 1, but we would know that it is not becadgsas false.
Consequently on this plan execution the failure ffagould be set.

If j < 4, thenj could be the watched digit (and henee= d), and the value ofl, would
indicate that the current value of digiis 1, not 0. Consequently on this plan execution the failure
flag f would be set.

So, if the plan does not correctly report the digit that changes from 0 to 1, then the plan is not
valid. Hence any valid plan correctly counts the execution length which cannot excéed!. O

4.8.4 Polynomial size plans

We showed in Section 3.7 that the plan existence problem of deterministic planning is only NP-
complete, in contrast to PSPACE-complete, when a restriction to plans of polynomial length is
made. Here we investigate the same question for conditional plans.

Theorem 4.61 The plan existence problem for conditional planning without observability re-
stricted to polynomial length plans is ¥¥.

Proof: Let p(n) be any polynomial. We give an N algorithm (Turing machine) that solves the
problem. Let the problem instan¢d, 7, O, G, () have sizen.

First guess a sequence of operators oy, o1, . .., 0 for k < p(n). This is nondeterministic
polynomial time computation.

Then use an NP-oracle for testing thatis a solution. The oracle is a nondeterministic
polynomial-time Turing machine that accepts if a plan execution does not lead to a goal state
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or if the plan is not executable (operator precondition not satisfied). The oracle guesses an ini-
tial state and for each nondeterministic operator for each step which nondeterministic choices are
made, and then in polynomial time tests whether the execution of the operator sequence leads to a
goal state.

1. Guess valuatiod’ that satisfied.

2. Guess the results of the nondeterministic choices for every operator in the plan: replace
everypiei| - - - |pnen by @ nondeterministically selectegd

Computes; = app,, (appy,_, (- apR, (@pp,, (1)) for j = 0,j = 1,5 = 2,...,j = k.
If s; B~ c;j for o; = (c;, ¢;), accept.

If s = G, accept.

o o &> W

Otherwise reject.

Theorem 4.62 The plan existence problem for conditional planning without observability re-
stricted to polynomial length plans ¥5-hard.

Proof: Truth of QBF of the formdz; - - - x,Vy1 - - - yim ¢ is Lh-complete. We reduce this problem
to the plan existence problem of unobservable planning with polynomial length plans.

o A= {xlu"'vxn7y17"'7ym7svg}

o [=—x1 A Ay, NDgAS
e 0= {(s,x1>,<s,x2>,...,(s,xn>,<s,—|s/\((b Dg)>}

e G=g

Out claim is that there is a plan if and onlydk; - - - ,Vy1 - - - ym ¢ iS true.

Assume the QBF is true, that is, there is a valuatidor x, . .., z, so thatx,y |= ¢ for any
valuationy of y1,...,ym. Let X = {(s,z;)|i € {1,...,n},z(x;) = 1}. Now the operators{
in any order followed by(s, =s A (¢ > g)) is a plan: whatever values, . .., y,, have,¢ is true
after executing the operatoss, and hence the last operator makés- g true.

Assume there is a plan. The plan has one occurren¢e efs A (¢ > g)) and it must be the
last operator. Define the valuatianof =1, ..., z, as follows. Letx(x;) = 1iff (s,z;) is one of
the operators in the plan, for allke {1,...,n}. Becausegy is reachedz, y = ¢ for any valuation
y of y1,...,ym, and the QBF is therefore true. O
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deterministic deterministic non-deterministic
context-independent context-dependent context-dependent
full observability PSPACE PSPACE EXPTIME
no observability PSPACE EXPSPACE EXPSPACE
partial observabilityy PSPACE EXPSPACE 2-EXPTIME

Table 4.2: Computational complexity of plan existence problems

deterministic deterministic non-deterministic
context-independent context-dependent context-dependent
full observability PSPACE PSPACE EXPTIME
no observability PSPACE PSPACE EXPSPACE
partial observabilityy PSPACE PSPACE 2-EXPTIME

Table 4.3: Computational complexity of plan existence problems with one initial state

4.8.5 Summary of the results

The complexities of the plan existence problem under different restrictions on operators and ob-
servability are summarized in Tables 4.2 (with an arbitrary number of initial states) and 4.3 (with
one initial state). The different columns list the complexities with different restrictions on the
operators. In the previous sections we have considered the general problems with arbitrary opera-
tors containing conditional effects and nondeterministic choice. These results are summarized in
the third column. The second column lists the complexities in the case without nondeterminism
(choicel), and the first column without nondeterminism (chdicand without conditional effects

(). These results are not given in this lecture.

4.9 Literature

There is a difficult trade-off between the two extreme approaches, producing a conditional plan
covering all situations that might be encountered, and planning only one action ahead. Schoppers
[1987 proposediniversal plansas a solution to the high complexity of planning. Ginsda:e89
attacked Schopper’s idea. Schopper’s proposal was to have memoryless plans that map any given
observations to an action. He argued that plans have to be memoryless in order to be able to react
to all the unforeseeable situations that might be encountered during plan execution. Ginsberg
argued that plans that are able to react to all possible situations are necessarily much too big to
be practical. It seems to us that Schopper’s insistence on using plans without a memory is not
realistic nor necessary, and that most of Ginsberg’s argumentation on impracticality of universal
plans relies on the lack of any memory in the plan execution mechanism. Of course, we agree that
a conditional plan that can be executed efficiently can be much bigger than a plan or a planner that
has no restrictions on the amount of time consumed in deciding about the action to be taken. Plans
without such restrictions could have as high expressivity as Turing machines, for example, and
then a conditional plan does not have to be less succinct than the description of a general purpose
planning algorithm.

There is some early work on conditional planning that mostly restricts to the fully observable
case and is based on partial-order plandiggioniet al, 1992; Peot and Smith, 1992; Pryor and
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Collins, 1996. We have not discussed these algorithms because they have only been shown to
solve very small problem instances.

A variant of the algorithm for constructing plans for nondeterministic planning with full ob-
servability in Section 4.4.1 was first presented by Cimatti €2fl03. The algorithms by Cimatti
et al. construct mappings of states to actions whereas our presentation in Section 4.4 focuses on
the computation of distances of states, and plans are synthesized afterwards on the basis of the
distances. We believe that our algorithms are conceptually simpler. Cimatti et al. also presented
an algorithm for findingveak planghat may reach the goals but are not guaranteed to. However,
finding weak plans is polynomially equivalent to the deterministic planning problem of Chapter 3.

The nondeterministic planning problem with unobservability is not very interesting because
all robots and intelligent beings can sense their environment to at least some extent. However,
there are problems (outside Al) that are equivalent to the unobservable planning problem. Finding
homing/reset/synchronization sequences of circuits/automata is an example of such a problem
[Pixley et al, 1994. There are extensions of the distance and cardinality based heuristics for
planning without observability not discussed in this lec{iRatanen, 2004a

Bertoli et al. have presented a forward search algorithm for finding conditional plans in the
general partially observable cd&ertoli et al., 2001.

The computational complexity of conditional planning was first investigated by Litfr@9i]
and Haslum and Jonss@200d. They presented proofs for the EXPTIME-completeness of plan-
ning with full observability and the EXPSPACE-completeness of planning without observability.
The hardness parts of the proofs were reductions respectively from the existence problem of win-
ning strategies for the gantg, [Stockmeyer and Chandra, 197%hd from the universality prob-
lem of regular expressions with exponentiat[¢ptopcroft and Ullman, 1979 In this chapter we
gave more direct hardness proofs by direct simulation of alternating polynomial space (exponential
time) and exponential space Turing machines.



