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1 Introduction

Hybrid systems are a formalism for modelling embedded systems. An important problem is
to ensure correctness, i.e., verification. However, during the design process, hybrid systems
are usually not correct yet, and hence error detection is equally important. We address
here the problem of automatically finding error trajectories that lead the system from an
initial to an unsafe state. In contrast to previous works [1, 3], we consider systems with
deterministic evolution. Moreover, we do not assume a-priori that our system is incorrect,
but rather, we interleave verification, using abstractions of the system [4], and falsification
attempts.

We define a real-valued function (the quality estimate) that approximates the notion of
a given point being close to an initial point of an error trajectory. Then we use numerical
optimisation to search for an optimum of this function. The function is computed from a
simulation of the hybrid system, using information from the abstraction. For each simula-
tion, the point at which it is cancelled depends on a quality estimate computed on-the-fly.
The accuracy of the quality estimate improves as the abstraction is refined.

Analysing the related work, one sees that methods designed for non-deterministic sys-
tems [1, 3] try to fill the state space as much as possible (according to some measure) with
simulations. As a result, they would start a huge number of simulations in parallel—either
from a grid (similar to our naive algorithm from Sec. 3) or from random sample points.
In the case of highly non-deterministic systems, such a strategy is promising since the
probability of hitting upon an error trajectory is high. However, for systems with only a
small amount of non-determinism, and especially, completely deterministic evolution, this
creates a huge number of useless simulations. We avoid this by guiding our search using
abstractions in order to quickly arrive at a simulation close to an error trajectory.

Our work has some resemblance with pure optimisation problems in artificial intelli-
gence [5]. It is distinctive of our work that the objective function itself improves over time.
Our work also resembles reinforcement learning [6], because we compute the quality as
we do the simulation, and depending on this quality we will do other simulations in the
neighbourhood.

2 Hybrid Systems and Abstractions

Hybrid systems are systems with both continuous and discrete state. A hybrid system
has a finite set S of modes and n continuous variables. In each mode, the behaviour of
the variables is controlled by an arithmetic expression involving the variables and their
derivatives, called the Flow constraint. Each possible transition between modes is controlled
by a Jump constraint, and there are constraints specifying the initial and unsafe states,
respectively. A trajectory is a sequence of flows connected by jumps. An error trajectory is
a trajectory starting in an initial state and ending in an error state. A system is safe if it
does not have an error trajectory.

An abstraction of a hybrid system H is a directed graph whose nodes (the abstract
states) are subsets of the state-space of H. The transition relation of the abstraction is
defined so that each concrete error trajectory corresponds to an abstract error trajectory.



Abstractions are useful for verification because if the abstraction is safe, the original system
is necessarily also safe. Abstractions can be useful for falsification because the abstract error
trajectories narrow down the search space for concrete error trajectories.

We use here a technique that decomposes the state space into hyper-rectangles (bozes),
as implemented in the tool HSOLVER [4]. In HSOLVER, an abstraction that is not fine
enough yet to verify the desired property is refined by splitting a box.

A simulation is an explicitly constructed sequence of points in @ corresponding to the
points of a trajectory at discrete moments in time.

3 The Search Algorithm

We want to find an error trajectory of a hybrid system. Since we focus on deterministic
systems, the problem reduces to determining the startpoint of an error trajectory among the
initial states. A naive solution to our problem would be obtained by running simulations of
a certain length starting at points lying on a grid covering the entire state space. If no error
trajectory is found, the grid width should be reduced and the simulation length increased.

The aim of our work is to find an error trajectory with as little simulation effort as
possible. More precisely, we want to: (a) interleave falsification with verification; (b) start
simulations at the most promising points; (¢) cancel simulations when they do not look
promising enough anymore. To address these three aims we designed a search procedure
that exploits information available from verification. The procedure uses a quality estimate
for simulations to determine which startpoints are the most promising, and when to cancel
a simulation.

The quality estimate measures how close the simulation eventually gets to an unsafe
state. We compute the closeness of all individual simulation points to an unsafe state, and
take the optimum of these. Note that this optimum can be easily computed on-the-fly.

For an individual point p, we want to estimate how far p is from an error state along the
current simulation. To do so, we use information from
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straction approximates the actual trajectories, and in particular, the present abstraction
is sufficiently fine to capture the fact that the trajectories first move away from a4 before
approaching a4. Thus the quality estimate will capture that moving roughly along the solid
line leads towards the unsafe state. The quality estimate will become more faithful as the
abstraction becomes refined.

The falsification is interleaved with verification. The falsification algorithm is called
from the verification after a refinement whenever an initial abstract state is split.

We understand our search problem as the problem of optimising the quality estimate.
We use direct search methods [2], specifically the compass method. The method takes an
initial box I and an n-dimensional cross that fits exactly into I. For the midpoint and
each cross tip, we start a simulation and compute the quality estimate f. If f attains an
optimum in some cross tip, we move the cross to this cross tip and continue. Otherwise,
we halve the size of the cross and continue. The compass method terminates when either
the number of cross shrinkings or of cross moves has exceeded a threshold.

We cancel simulations when an unsafe state is hit and thus we have found an error
trajectory. Moreover, we cancel a simulation when the quality estimate has not improved
for sim_cnc steps. There is of course the risk that a simulation is cancelled too early.



our algorithm naive algorithm
Example time[ref.[sim.[sim. steps|jumps time[sim.[sim. steps
convoi 0.5 0 1 7 0|| oo| oo 00
eco sim_cnc=400 0.1 0] 1 328 2|1 0.1 1 313
eco 2.8| 10| 87 29027 2| 0.1] 1 313
focus 0.1/ 0f 9 2312 0//0.04] 1 131
focus sim_cnc=20 33.9(434| 319 14176 0/0.04] 1 131
parabola sim_cnc=105| 0.0/ 0| 1 201 0| oo| oo 0
parabola sim_cnc=30 |18.3|353| 113 7665 0|| oo| oo 00

Table 1. Experiments

This risk is countered by the fact that our abstraction is refined over time so that the
quality estimate will eventually be faithful enough to tell whether a simulation is “really”
improving.

4 Implementation and Experiments

We ran experiments on modifications of various well-known benchmarks from the lit-
erature, see http://hsolver.sourceforge.net/benchmarks/falsification. Since the
benchmarks were mostly safe, we injected an error into those systems.

Table 1 shows the results for a small selection of benchmarks. The table shows the
runtime in seconds, the number of abstraction refinements, simulations, the total number
of single simulation steps, and the number of jumps of the trajectory that was found, and
some figures for the naive algorithm of Sec. 3.

The naive algorithm performs very well on some apparently easy examples, where the
method we propose here also performs well, but on numerous examples it does not terminate
within several hours, indicated by oo.

We did an experiment with focus showing that even for a too small value of sim_cnc,
simulations will eventually “survive” long enough thanks to the refinement of the quality
function. The example is extremely easy for HSOLVER, provided sim_cnc is not too small,
but hard otherwise. The same effect occurred for eco. We have also created an example
where we isolate the aspect just mentioned: parabola. In this example, the error trajectory
looked for is an extremely tight parabola, i.e., at the beginning, one must move away from
the unsafe state. If sim_cnc is too small and the quality function is not faithful enough yet,
then the simulations will be cancelled prematurely.
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