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Abstract

Mary state-of-the-arheuristicplannersderive their heuris-
tic functionby relaxingthe planningtaskat hand,wherethe
relaxationis to assumehatall deletdistsareempty Thesuc-
cesf suchplannersonmary of thecurrentbenchmarksug-
geststhatin thosetask’s statespacegelaxed goal distances
yield a heuristicfunction of high quality. Recentwork has
revealedempiricalevidenceconfirmingthisintuition, stating
severalhypothesesaboutthelocal searctopologyof thecur-
rentbenchmarksgoncerninghe non-&istenceof deadends
andof local minima,aswell asalimited maximaldistanceo
exits onbenches.

Investigatinga large rangeof planningdomains,we prove
thattheabove hypothesesdoin facthold truefor themajority
of the currentbenchmarksThis explainsthe recentsuccess
of heuristicplanners Specifically it follows thatFF's search
algorithm, using an idealizedheuristicfunction, is polyno-
mial in (atleast)eightcommonlyusedbenchmarkdomains.
Our proof methodsshedlight on whatthe structuralreasons
arebehindthe topologicalphenomenagiving hints on how
thesephenomenanight be automaticallyrecognizable.

Intr oduction

In the last threeyears,planningsystemsbasedon the idea
of heuristicsearchhave beenvery successful At the AIPS-
1998 planningsystemscompetition,HSP1comparedwell
with the othersystemgMcDermott2000),andat the AIPS-
2000competition,out of five awardedfully automaticgplan-
ners,FFandHSP2werebasednheuristicsearchyhile an-
othertwo, Mips andSTAN, werehybridsthatincorporated,
amongsbtherthings,heuristicsearchBacchu2001).
Interestinglyfour of thesdfive planneraisethesamebase
approachfor deriving their heuristicfunctions: they relax
theplanningtaskdescriptiorby ignoringall deletelists,and
estimate to eachsearchstate,the lengthof an optimalre-
laxed solutionto thatstate. This generalideahasfirst been
proposedby Bonetet al. (1997). The length of an opti-
mal relaxed solution would yield an admissibleheuristic.
However, aswasprovenby Bylander(1994),computingthe
optimalrelaxed solutionlengthis still NP-hard. Therefore,
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Bonetetal. introduceda techniquefor approximatingopti-
malrelaxedsolutionlength,whichthey usein bothversions
of HSP(Bonet& Geffner2001).Theheuristicenginesn FF
(Hoffmann& Nebel2001)andMips (Edelkamp& Helmert
2001)usedifferentapproximatiortechniques.

Threeof the above planners,HSP1,FF, and Mips, use
their heuristicestimatesn variationsof local searchalgo-
rithms, wherethe searchspaceto ataskis the statespace,
i.e.,thespaceof all stateghatarereachabldrom theinitial
state. Now, the behaior of local searchdependsrucially
on the topologyof the searchspace(ashasbeenstudiedin
the SAT community for exampleby Franket al. (1997)).
Thus,the succes®f theseheuristicplannerson mary plan-
ning taskssuggestshatin thosetask’s statespaceselaxed
goaldistanceyield a heuristicfunctionof high quality. Re-
centwork hasrevealedempirical evidenceconfirmingthis
intuition. By computingthe optimalrelaxed solutionlength
to reachablestatesn smallplanningtasksfrom the compe-
tition domains,and measuringparametersf the resulting
local searchtopology the following wasfound (Hoffmann
2001b).In the majority of the domainsthe investigatedn-
stanceslid notcontainany deadends(statedrom whichthe
goal is unreachable)and neitherdid they containary lo-
cal minima(regionsof the statespacewhereall neighbours
look worse). Sometimesall instancesn a domainhadthe
sameconstantmaximalexit distancegroughly, the maximal
distanceto a statewith betterevaluation). It washypothe-
sizedthattheseobsenationson the smallexampleinstances
carryoverdirectlyto all instancesn therespectie domains
(Hoffmann2001b).

In the presentednvestigationwe consider20 often used
planningbenchmarldomainsjncludingall competitionex-
amples. We prove that the majority of thesedomainsdo
in facthave the aforementionetbpologicalpropertiescon-
firming all of the abose hypothesegxceptone. Theresults
give a strongargumentfor interpretingthe recentsuccess
of heuristicplannersasutilizing the topologyof the bench-
marks, as was suggestedy the previous empirical work
(Hoffmann2001b). Specifically it follows that FF's search
algorithmis apolynomialsolvingmechanisnin eightof the
domains,underthe idealizingassumptiorthatits heuristic
identifiesthe optimal relaxed distances.What's more, our
proof methodsshedlight onwhich structuralproperties—at
the level of the planningtask's definition—areresponsible



for the topologicalphenomena.As most of the structural
propertiesve identify areof asyntacticahature this knowl-
edgegiveshintsasto how thetopologicalphenomenaight
beautomaticallyrecognizable.

Thefull detailsof theinvestigatiorform alongarticlethat
is availableasa technicalreport(Hoffmann2001a). Here,
we summarizehe definitions,andidentify the key ideasin
the form of proof sketches. The paperis organizedas fol-
lows. The next sectiongivesthe background.We thenin-
cludea sectionpresentinghe key lemmataunderlyingour
proofs; the three sectionsafter that prove the topological
phenomena&oncerningdeadends,local minima, and max-
imal exit distance,respectiely. Afterwards, one section
givesthe overall picture that our resultsdetermine before
we finish the paperby concludingandpointingto futurere-
searctdirections.

Background

Backgrounds necessargntheplanningframeawork, thein-
vestigatedlomainsjocal searchtopology andthe previous
empiricalwork.

Planning Framework

To enabletheoreticalproofsto propertiesof planningdo-
mainsratherthansingletasks,we have developeda formal
frameavork for STRIPSand ADL domains,formalizing in

a straightforvard mannerthe way how domainsareusually
handledn thecommunity The only otherwork we know of

thatusesaformalnotionof planningdomaings recentwork
by Malte Helmert(2001b). There,the semanticof differ-

enttransportatiordomainsareformalizedin orderto prove
their computationacompleity. In differenceto that, our
definitionsarestrictly syntax-oriented—aftall, the heuris-
tic functionwe consideiis extracteddirectly from thesyntax
of the planningtask. We only summarizeheratherlengthy
definitionshere,andreferthereaderto our technicalreport
(Hoffmann2001a)for details.

A planningdomainis definedin termsof a setof predi-
catesymbolsa setof operators, anda setof instances All
logical constructsn thedomainarebasednthesetof pred-
icatesymbols.Theoperatorare(k-ary, wherek is thenum-
berof operatoparametersjunctionsfrom the setof all ob-
jectsinto the setof all STRIPSor ADL actions.A STRIPS
actiona is the usualtriple (pre(a), add(a), del(a)) of fact
sets;an ADL actionconsistf a first orderlogical formula
withoutfreevariablesaspreconditionanda setof effectsof
theform (con, add, del) wherecon canagainbe a formula
withoutfreevariables An instanceof adomainis definedn
termsof a setof objects,aninitial state anda goal condi-
tion. Theinitial stateis a setof facts,andthegoalcondition
canbe an arbitrary formula without free variables. An in-
stancetogetherwith the respectie operatorsconstitutesa
propositionalplanningtask (4, I, G) wherethe action set
A is theresultof applyingthe operatorgo the objects,and
theinitial statel andgoal conditionG arethoseof the in-
stance. We identify instanceswith the respectie proposi-
tional tasks.Theresult Result(s, a) of applyinga STRIPS
or ADL actiona to a states is definedin the usualman-
ner: theresultis definedonly if the preconditionis true in

s; in that case,the action's add effects are madetrue and
the deleteeffectsare madefalse—foran ADL action,only
thoseeffectsareappliedthathave their conditionfulfilled in
s. A plan, or solution,for atask(A4, I, G) is asequencef
actionsP € A* that,whensuccessiely appliedto I, yields
agoalstate,.e., astatethatfulfills G. P is optimalif there
is noshortemplanfor (4,1,G).

We investigatetopologicalpropertieghat arisewhenus-
ing the optimal relaxed solutionlengthasa heuristicfunc-
tion. We namethat function A™. It is formally definedas
follows. For ary states thatis reachablén a propositional
planningtask(A4, I, G), therelaxedtaskto s is (A1, s, G):
thetaskdefinedby theinitial states, the original goal con-
dition, andthe original actionsetexceptthatall deletelists
areempty Then,ht(s) is thelengthof anoptimalplanfor
(A*,s,Q) or ht(s) = oo if thereis no suchplan. We will
frequentlymake useof thefollowing abbreviations:if a se-
quenceof actionsP* is aplanfor (At, s, @), thenwe also
saythatP* is arelaxedplanfor (4, s, G), or shortarelaxed
planfor s. 1 To give an examplefor a relaxed plan, con-
siderthe Gripperdomain,asit wasusedin the AIPS-1998
competition. A real solutionpicks up two ballsin roomA,
movesto roomB, dropstheballs, movesback,anddoesthe
sameagainuntil all balls have beentransported A relaxed
plansimply picksup all ballswith the samehand—thédree
predicatefor the handis notdeleted—muesto roomB, and
dropsall balls. While this might seemvery simplistic, we
will see,in factprove,thatit yieldsa high-qualityheuristic
functionin alot of benchmarldomains.

InvestigatedDomains

We investigatethe propertiesof 20 different STRIPSand
ADL benchmarkdomains,including all 13 domainsthat
have beenusedin the AIPS-1998and AIPS-2000planning
systemcompetitions. The competitiondomainsare As-
sembly Blocksworld-arm Freecell Grid, Gripper, Logis-
tics, Miconic-ADL, Miconic-SIMPLE, Miconic-STRIPS
Movie, Mprime, Mystery, and Schedule We assumehat
the readeris familiar with thesedomains,and do not de-
scribethemhere.Descriptionscanbelooked up in the arti-
clesonthecompetitiongMcDermott2000;Bacchu2001),
and detailsare in our technicalreport (Hoffmann 2001a).
Apart from the 13 competitiondomains,we investigate7
morebenchmarldomainsftenusedin theliterature. These
domainscanbe briefly describedasfollows.

1. Blocksworld-no-arm unlike in the competitionversion,
this encodingdoesnot usean explicit robotarm;instead,
blocks are moved arounddirectly by operatorsmoving
themfrom oneblock to anothemlock, or from the table
to ablock, or from ablockto thetable.

lignoring the deletelists simplifiesa taskonly if all formulae
arengationfree. In STRIPS thisis the caseby definition.In gen-
eral,for afixeddomain,ary taskcanbe polynomiallytransformed
to have thatproperty:computethe nggationnormalform to all for-
mulae(negationsonly in front of atoms),thenintroducefor each
negatedatom—B a nenv atomnot-B andmale sureit is truein a
stateiff B is false(Gazen& Knoblock1997).



2. Briefcasevorld: transportatiordomainusingconditional
effects;objectscanbe putinto or takenout of the (single)
briefcaseanda move operatoywhich canbe appliedbe-
tweenary two locations,movesall objectsalongthatare
currentlyinside.

3. Ferry. alsoa transportatiordomain,with operatorshat
boardacarontothe(single)ferry, or debarka carfromiit;
the ferry canonly transportone car at a time, anda salil
operatorcan be appliedto move the ferry betweenary
two locations.

4. Fridge for a numberof fridges,the brokencompressors
mustbe replaced. This involves un-fasteninga number
of scravs that hold the compressorstemoving the old
compressorand attachingthe new ones,and fastening
all scravsagain.

5. Hanoi encodingof the classicalTowersof Hanoi prob-
lem,usingamove(z, y, z) operatoito moveadiscx from
adiscy to adiscz (thepegsareencodedasdiscsthatcan
notbemoved).

6. Simple-Tsp atrivial versionof the TSP problem,where
thegoalis thatall locationshave beenvisited,andamove
operatorcan be applied betweenary two locations(all
actioncostsbeingequal,asusualin STRIPS).

7. Tyreworld: anumberof flat tyresmustbereplacedwhich
involvesinflating the sparetyres,looseningthe nuts,and
in turn jacking up the hubs,undoingthe nuts, removing
the flat tyre and putting on the spareone, doing up the
nuts, and jacking down the hub again; finally, all nuts
mustbe tightened,and the tools mustbe put away into
theboot.

For formally defininga domain,one mustamongsbther
things decidewhat exactly the instancesare. For almost
noneof the investigateddomainsis theresucha definition
in the literature. The obvious approachwe have takenis to
abstractfrom the known examplesuits. Full detailsfor all
domainsaregivenin ourtechnicakeport(Hoffmann2001a).

Local Search Topology

We now definea numberof topologicalphenomenghatare
relevantfor localsearchThedefinitionsaresummarizations
of whatwasgivenin thepreviousempiricalwork (Hoffmann
2001b) slightly simplifiedto improvereadability;detailsare
in the technicalreport(Hoffmann2001a). A propositional
planningtaskis associatevith its statespace(S, E), which
is agraphstructurewhereS areall stateghatarereachable
from theinitial state,and E is the setof all pairs(s, s') €
S x S of statesvherethereis anactionthatleadsto s’ when
executedin s. Thegoal distancegd(s) for astates € S is
thelengthof ashortespathin (S, E) from s to agoalstate,
or gd(s) = oo if thereis nosuchpath.In thelattercases is
adeadend
Whentherearesingle-directedtatetransitionstherecan
be deadends. A deadends is recgnizedif h*(s) = oo,
and unrecanizedotherwise. To explain that terminology
notethath™t(s) = oo = gd(s) = oo: if ataskcannotbe
solved even whenignoring the deletelists, thenthe taskis

unsohable. With respecto deadends,ary statespacefalls
into oneof thefollowing four classesthe statespaces

1. undirectedif ¥(s,s') € E: (¢',s) € E,

2. harmlessif 3(s,s') € E : (s',s) ¢ E, andVs € S :

gd(s) < oo,

3. recanized if 3s € S : gd(s) = oo, andVs € S :

gd(s) = 00 = ht(s) = oo,

4. unrecanizedif s € S : gd(s) = co A hT(s) < 0.

In the first class,therecanbe no deadendsbecausevery-
thing canbe undone;in the secondclass,somethingscan
not be undone put thosesingle-directedtatetransitionsdo
notdo any harm;in thethird class therearedeadendstates
but all of themarerecognizedy theheuristicfunction. The
only critical casefor local searchs classfour, wherealocal
searchalgorithmcanruninto anunrecognizedeadend,and
betrapped.

A differentway of gettingtrappedis whenlocal search
endsup in aregion of the statespacewhereall neighbors
look worse from the point of view of the heuristicfunc-
tion, i.e.,whensearchencounterglocal minimum: with all
neighbordooking worse, it is not clearin which direction
searchshouldproceed.The formal definition of local min-
ima, andof benchedelaw, follows the definitionsof Frank
etal. (1997)for SAT problems;in differenceto the undi-
rectedsearchspaced-ranket al. consideywe needto take
careof single-directedstatetransitions. The adapteddef-
initions are the following. A flat pathis a pathin (.5, E)
onwhich the heuristicvaluedoesnot change.A plateauof
level [ is a setof statesthat have the sameheuristicvalue
I, andthatform a stronglyconnectedcomponentn (S, E).
An exit of a plateauis a states thatcanbereachedrom the
plateauon aflat path,andthathasa betterevaluatedneigh-
bor, i.e., (s,s') € E with h*(s") < h*(s). A local mini-
mumis a plateawof level 0 < I < oo thathasno exits. Note
thatwe allow exits to not lie on the plateauitself, namely
whenthe flat path leavesthe plateau(which canhappenif
thereis a single-directedstatetransitionto a statewith the
sameh™ value);the main characteristiof local minimais
that, startingfrom them,onemusttemporarilyincreasehe
heuristicvaluein orderto improveit.

Finally, localsearctcangetlostonlargeflat regionsof the
statespaceusuallyreferredto asbenchegFrank, Cheese-
man, & Stutz 1997). Theseare regions from which the
heuristicvaluecanbeimprovedwithouttemporarilyincreas-
ing it, i.e., plateauswith exits. The hardbit for local search
is to find the exits. The difficulty of doing this canbe as-
sessedby a variety of parametertik e the sizeof the bench,
ortheexit percentagdn the previousempiricalwork (Hoff-
mann2001b),the so-calledmaximalexit distancevasmea-
sured. This parameters especiallyrelevantfor FF's search
algorithm,aswill be explainedin the next subsection.The
definitionis asfollows. Theexit distanceof ary stateis the
lengthof a shortesflat pathconnectinghe stateto an exit,
or oo if thereis no suchpath. The maximalexit distancein
a statespaceis the maximumover the exit distancesf all
statess with h*(s) < oo, i.e., we ignorerecognizediead
ends—thes&an be skippedby searcharyway. Note that
stateson local minimahave infinite exit distance.



Previous Work: The Hypotheses

As describedaborve, previous work hasbeendoneon em-
pirically investigatingopologicalpropertiesn thecompeti-
tion domainswith respecto ht (Hoffmann2001b);theap-
proachbeingto computeht for the statesin examplestate
spaceandmeasurgarametersf theresultinglocal search
topology Becauseomputingh® is NP-hard theinvestiga-
tion wasrestrictedo smallinstancesAmongstotherthings,
the measuregharametersverethe dead-endlassof thein-

stancesthe numberof stateonlocal minima,andthe max-
imal exit distance.The obsenationsare summarizedn the
tableshovn in Figurel.

Mystery
Mprime
Schedule | Miconic-ADL
Freecell

Blocksworld-arm

no local minima local minima

Grid Assembly | .
v Miconic-SIMPLE
g | Logistics Miconic-STRIPS
€ | Gripper Movie

undirected harmless recognized unrecognized

Figure1: Overview of the empiricalobsenationsin small
instance®f the competitiondomains.

The x-axis in Figure 1 shaws the different dead-end
classedy increasingdifficulty (for the domainsin a dead-
endclassi, all investigatednstancedelongto aclass;j < 4,
andatleastoneinstancebelonggo classi). They-axiscom-
bineslocal minima percentagevith maximalexit distance:
in the uppermospart of the table, the domainsare shavn
were local minima were found; below that, domainsare
shavnweretherewerenolocalminimaatall in thesmallin-
stancegunrecognizedeadendsmply theexistenceof local
minima,sothatpartof thetableis crossedut); in thelower
mostpartof thetabledomainsareshovn wereall instances
hadthesameconstantmaximalexit distancgremembethat
this parameters infinity in thepresencef local minima).

The tablein Figure 1 was namedthe planning domain
taxonomy andit was hypothesizedhat theseobsenations
hold true for all instancesn the respectre domains: that
all instance®f adomainshavn in dead-enatlassi arein a
classj < i; thatnoinstanceof adomainshowvnin thelower
partsof the tablecontainsary local minima; thatfor a do-
mainshawn in thelowestpartthereis a constant suchthat
the maximalexit distancen all instancess at moste. The
practicalrelevanceof thisis the following. Thedomainson
theleft bottomsideof thetaxonomyare“simple” for heuris-
tic plannerdike HSPandFF because¢herethe h™ function,
whichthoseplannersapproximateis a heuristicfunctionof
high quality. Themajority of the competitiondomainsseem
to lie onthesimpleside.So,if theseobsenationscarryover
to all instancesn the respectie domains,thenthe taxon-
omy cansene as an explanationfor the good behaior of
theaforementioneglanners.

For domaingn thelower mostpartof thetaxonomyFF's
searchalgorithmis in factpolynomialin the sensehat (as-
sumingthe heuristicfunctionis given)it looksat polynomi-
ally mary statedeforereachinghegoal(Hoffmann2001b).

FF's searchalgorithmis thefollowing.

s=1

while ht(s) # 0 do
do breadthfirst searcHor s, h* (s') < ht*(s)
s:=4d

endwhile

Without local minima eachiteration of this algorithm
crossesa benchso breadthfirst searchfinds a betterstate
at maximaldepthc + 1; the branchingfactoris limited by
the numberof actionsin the task; eachiterationimproves
the heuristicvalue by at leastone, so after at mosth™(I)
iterationsa goalstateis reached.

In thesubsequerihvestigationye verify how muchtruth
thereis in the hypothesegssuedrom obsenationson small
examples. Going beyond that, we look at a larger number
of domainsanddeterminesxactly which part of the taxon-
omythey belongto. Obviously, we needonly prove positive
resulty(lik e thenon-eistenceof localminima)for thosedo-
mainswerethe empiricalinvestigationdid not reveala neg-
ative example.As it turnsout, all of thehypothesearetrue
exceptthoseaboutthe Assemblydomain.Lik e in the previ-
ousinvestigation,our main aim is to explain the goodper
formanceof local searchplannerssowe focuson solvable
instance®nly—onunsohableinstanceslocal searclis lost

anyway.

A Theoretical Core

Thefollowingis thecoreof ourtheoryi.e.,thekey lemmata
underlyingour proofsin the single domains. This simpli-

fies the subsequenproofs, and gives an insight into what
the main structuralreasonsare behindthe topologicalphe-
nomenahatwe identify. Thelemmataformulatesuficient

criteriaimplying that(the statespaceof) a planningtaskhas
certaintopologicalproperties.Proofsfor domainswill pro-

ceedby applyingthelemmatato arbitraryinstancesFor the
sale of simplicity, we give our definitionsonly for STRIPS
tasks.Theproofsfor ADL tasksarealongthesamedinesof

argumentation.

DeadEnds

We first identify sufficient criteriafor a planningtask con-
taining no deadends. Our starting point is a reformu-
latedversionof resultspublishedby KoehlerandHoffmann
(2000). We needthe notion of inconsistencywhich is de-
fined asfollows. Two factsare inconsistenif thereis no
reachablestatethatcontainsboth of them. Two setsof facts
F and F' areinconsistenif eachfactin F' is inconsistent
with atleastonefactin F'.

If to eachactionthereis aninverseactionthatundoeghe
action’s effects, thenthe correspondingtatespaceis undi-
rected.

Definition 1 Givena planningtask (A, I,G). An action
a € Aisinvertible if
1. thereisanactiona € A sud that

(@) pre(a) C (pre(a) U add(a)) \ del(a),

(b) add(a) = del(a), and



(c) del(a) = add(a),
2. add(a) is inconsistentvith pre(a), and
3. del(a) C pre(a).

Lemmal Givena planningtask (A4, I,G). If all actions
a € A areinvertible thenthestatespaceto thetaskis undi-
rected.

Proof Sketch: For ary states andapplicableactiona, @ is
applicablein Result(s, a) dueto part 1(a) of Definition 1.
Parts2 and3 of thatdefinitionmake surethata's effectsdo
in factappearandpartsl(b)and(c) make surethata undoes
exactly thoseeffects. u

Thenextis anew criterionthatis wealerandonly implies
the non-eistenceof deadends. For an actionnot to lead
into sucha deadend, it is alreadysufficient if the inverse
actionre-achieesat leastwhathasbeendeleted anddoes
notdeleteary factsthathave beentrue before.

Definition 2 Givena planningtask (4, I,G). An action
a € Ais atleastinvertiblg if thereis anactiona € A suc
that

1. pre(a@) C (pre(a) U add(a)) \ del(a),
2. add(a) 2 del(a), and
3. del(a) is inconsistentvith pre(a).

NotethatthepreviousDefinition 1 is strictly strongethan
Definition 2: if del(@) = add(a), andadd(a) is inconsis-
tentwith pre(a), then,of coursedel(a) is inconsistentvith
pre(a).

Anotherreasorfor anactionnot leadinginto a deadend
is this. If the actionmustbe appliedat mostonce(because
its addeffectswill remaintrue),andit deletesiothingbutits
own preconditionsthenthatactionneedsotbeinverted.

Definition 3 Givena planningtask (4, I,G). An action
a € A hasstaticaddeffects if

add(a) N | del(a’) =0
a’€A

An actionhasirrelevantdeleteeffects if

del(a) N (G U U pre(a’)) =0

a#a'€A

If all actionsin ataskareeitheratleastinvertibleor have
staticadd-andirrelevantdelete-efiects,thenthe statespace
is atmostharmless.

Lemma2 Givena solvableplanningtask (4, I,G). If it
holdsfor all actionsa € A thateither

1. ais atleastinvertible or
2. a hasstaticadd effectsandirr elevantdeleteeffects,

thenthere are no deadendsin the statespaceto the task,
i.e,gd(s) <ooforallsesS.

Proof Sketch: For ary states = Result(I, P) aplancanbe
constructedy inverting P (applyingthe respectie inverse
actionsin theinverseorder),andexecutinganarbitraryplan
for (A, I, G) thereafterIn thefirst processactionsthatare

not (at least)invertible can be skipped: for thosethe sec-
ond prerequisiteholdstrue, so oncethey are appliedtheir
addeffectsremaintrueandtheir deleteeffectsarenolonger
neededIn thesecondorocessall actionsaresafelyapplica-
bleexceptthosenotinvertibleoneshathave beenskippedn

thefirst processBut for the samereasonssoutlinedabove
thoseactionsneednot be appliedanyway. u

The two propertieshandledso far, undirectedandharm-
lessstatespacesarepropertieof the planningtasksthem-
seles,independentf the At function. Differentfrom that,
thethird deadendclass recognizedleadends,doesdepend
on the heuristicfunction. We did, however, not find a gen-
eral sufiicient criterion for this case. Anyway, only two of
our domains,Scheduleand Assembly belongto that class
accordingto the hypothesesandasit will turn out for As-
semblythe hypothesigs wrong.

Local Minima

We now identify a sufficient criterionfor the non-eistence
of local minima under evaluation with A*. As will be
shawvn, thecriterioncanbedirectly appliedto (theinstances
of) 6 of our20domainsandcanbeappliedwith slightmod-
ificationsto 4 moredomains.The criterionis basedon ac-
tionsthat fulfill a weaknotion of invertibility, andthat are
respectedby therelaxationin the senseadefinedbelow.

Whenusinga relaxedactionto invert anaction's effects,
it is alreadyenoughif theinverseactionre-achi@esall facts
that have beendeleted—ashe deleteeffectsof theinverse
actionwill beignoredanyway, thereneedse no constraint
abouttheirform.

Definition 4 Givena planningtask (A, I,G). An action
a € A is atleastrelaxed invertiblg if there is an action
a € A sud that

1. pre(@) C (pre(a) U add(a)) \ del(a),
2. andadd(a) D del(a).

Note that the previous Definitions 1 and 2 are strictly
strongetthanDefinition 4.

The following property is the key behind the non-
existenceof local minimain mostof our domains:actions
thataregoodfor therealtaskarealsogoodfor the relaxed
task.

Definition 5 Givena solvableplanningtask(A, I,G). An
actiona € A isrespectedby therelaxationif, for anyread-
ablestates sud thata startsan optimalplanfor (A4, s, G),
thereis anoptimalrelaxedplanfor (A, s, G) thatalsostarts
with a.

As a simple examplefor an actionthat is respectedy
therelaxation,considemicking up aball in Gripper if that
action startsan optimal plan, thenthe ball mustbe trans-
ported;ary relaxedplanneedso transportheball, andthere
is nootherway of accomplishindhis (exceptusingtheother
hand,which doesnotyield a shortersolution).A similar ar-
gumentappliesto loadingor unloadingatruckin Logistics
the only way of transportinga packagewithin its initial or
destinatiorcity is by usingthelocaltruck, soall plans,real
or relaxed, mustusetherespectie action.



Lemma3 Givena solvableplanningtask (4, I,G), sut
that the state spacedoesnot contain unrecaynizeddead
ends.If eath actiona € A either

1. is respectedy therelaxationand at leastrelaxedinvert-
ible, or

2. hasirrelevantdeleteeffects,

thenthere are nolocal minimain the statespaceundereval-
uationwith A .

Proof Sketch: Statess wheregd(s) = oo have h™ (s) = o
by prerequisiteandarethereforenot on local minima. We
shav below that, from statess with 0 < gd(s) < oo, hT
decreasesnonotonicallyon ary optimal pathto the goal.
This finishesthe argument: the goal statehasa better ™+
valuethans, andthepathto it doesnotincrease.

Sayan actiona startsan optimal planin a states. We
identify, for the successostateResult(s, a), arelaxedplan
thathasat mostthe samelengthasan optimalrelaxed plan
for s. If the first caseof the prerequisiteholds, then a
startsan optimal relaxed plan P+ for s. A relaxed plan
for Result(s,a) canbe constructecby replacinga in P+
with theinverseactiona: theinverseactionis applicablein
Result(s,a), andit re-achieesall factsthata hasdeleted.
In the secondcaseof the prerequisiteif a hasirrelevant
deleteeffects,we distinguishtwo cases.Let P+ be an op-
timal relaxed plan for s. First case,a is containedin P+:
thenit canberemovedfrom P+ to form arelaxed planfor
Result(s, a), asa doesnotdeleteanythingthatis neededy
otheractions. Secondcasea is not containedn P+: then
P+ is still arelaxedplanfor Result(s,a) dueto the same
reason. n

Planningtaskswherethereare unrecognizedieadends
do containlocal minima arnyway (Hoffmann2001b),sowe
mustpostulatehatthisis notthe casejike whenthetaskat
handis undirectedr harmless.

Maximal Exit Distance

Concerningthe maximalexit distancewe remarkonly the
following simple propertywhich underliesour proof tech-
nique.

Proposition1 Givenaplanningtask(4, I, G), areadable
states, andan actiona that startsan optimal relaxedplan
Pt for (4,s,G). If remwing a from P* yieldsa relaxed
plan for Result(s,a), then h (Result(s,a)) < ht(s),

i.e., s is anexit stateunderh™.

The prerequisitenolds,for example,if theactiona is re-
spectedy therelaxationandhasirrelevantdeleteeffects.

In thefollowing sectionswe will focuson deadendso-
cal minima, and maximal exit distancein turn. For each
of thesethreephenomenaye summarizeour proofsfor all
domainsin a single proof sketch. This improvesreadabil-
ity, andmakesit easierto seethe commonideasbehindthe
proofs.

DeadEnds

We first prove to which dead-endclassour domainsbe-
long. Remembethatwe needonly considethosedomains
wherethe empiricalwork did notreveala negative example
(liketheunrecognizedieadendsin Freecell Miconic-ADL,

Mprime, andMystery). Most of theproofsaresimpleappli-

cationsof thelemmatapresentedh the previoussection.

Theorem1 Thestatespaceto any solvableplanningtask
belongingto the

1. Blocksworld-arm Blocksworld-no-arm Briefcasevorld,
Ferry, Fridge Gripper Hanoj or Logistics domainsis
undirected,

2. Grid, Miconic-SIMPLE, Miconic-STRIPS Movie,
Simple-Tspor Tyreworld domaings harmless,

3. Schedulelomainis recaynizedunderevaluationwith A .

Proof Sketch: All actions in Blocksworld-arm
Blocksworld-no-arm Ferry, Gripper Hanoj and Lo-
gisticsinstancesareinvertible in the senseof Definition 1,
sowe canapply Lemmal andarefinished. In the Brief-
casevorld and Fridge domains,while not strictly obeying
the syntaxof Definition 1, thereis still always an action
leadingbackto the stateonestartedrom.

In the Movie, Simple-Tsp and Tyreworld domains,all
actionsare eitherat leastinvertible in the senseof Defini-
tion 2 or have irrelevantdeleteeffectsandstaticaddeffects
in the senseof Definition 3, soLemma2 canbe applied.In
the Grid, Miconic-SIMPLE, andMiconic-STRIPSiomains,
while notstrictly adheringo thesedefinitions,similar argu-
mentsprove the non-&istenceof deadends:in Grid, to all
actionsthereis aninverseaction,exceptopeningalock; the
latter action excludesonly otheractionsopeningthe same
lock (similar to irrelevant deletes),and eachlock needsto
be openedat mostonce,aslocks cannot be closed(static
addeffects).In the Miconic domainsmoving thelift canbe
inverted;letting passengerm- or out of thelift cannot be
inverted(asthepassengemnwill only getin or outattheirre-
spectve origin or destinatiorfloors), but thoseactionsneed
to beappliedat mostonce(similar to staticaddeffects)and
they do notinterferewith anything else(similarto irrelevant
deletes).

In Scheduleary states with gd(s) < oo canbesolved
by applyinga certainsequencef working stepsto eachpart
in turn. If that sequencean not be appliedfor somepart
p—which mustbe the casein ary deadend state—therit
follows thatthis partis hotin s. No operatoraddsthe fact
thata partis cold. But from the deadendstates atleastone
neededvorking steprequiresp beingcold asaprecondition.
It followsthattherecanbenorelaxedsolutionto s either, as
therelaxationdoesnotimprove onthe addeffects. u

In Assemblyonecanconstrucanunrecognizedeadend
state falsifying the hypothesighatall deadendsarerecog-
nizedthere.We have proventhatthe constructiorof anun-
recognhizedleadendinvolvescomple interactionshetween
the ordering constraintsthat can be presentin Assembly
Thesecomple interactionsare not likely to appearwhen



orderingconstraint@aresparsdikein the AIPS-1998bench-
mautk suit, and the interactionsare particularly unlikely to

appeatin small instancesas were usedin the previous in-

vestigation. We refer the interestedreaderto the technical
report(Hoffmann2001a)for details.As the existenceof un-
recognizedleadendsimpliesthe existenceof local minima,
in consequencihehypothesishattherearenolocal minima
in Assemblyis alsofalsified.

Local Minima

Like before,thereis no needto prove arything wherethe
empiricalwork alreadyrevealeda negative example. Most
of our positive resultsconcerningocal minima are proven
by applicationpr alongthelinesof, Lemma3. A few results
malke use of ratherindividual propertiesof the respectie
domains.

Theorem?2 The state space of any solvable planning
taskbelongingto the Blocksworld-no-arm Briefcasevorld,
Ferry, Fridge Grid, Gripper Hanoj Logistics Miconic-
SIMPLE, Miconic-STRIPS Movie, Simple-Tsp or Tyre-
world domainsdoesnot contain any local minima under
evaluationwith AT,

Proof Sketch: With Theoreml, noneof thosedomainscon-
tains unrecognizedleadends. As follows from the theo-
rem's proof sketch,all actionsin the Ferry, Gripper, Logis-
tics, Movie, Simple-Tspand Tyreworld domainsareeither
at leastrelaxed invertible, or have irrelevant deleteeffects.
With Lemma3 it suficesto shav that all actionsare re-
spectedy therelaxation.ln Movie, if a snackis boughtin
an optimal plan thenthe snackmustalsobe boughtin ary
relaxed plan, likewise for rewinding the movie or resetting
the counter;in Simple-Tsp the optimal plan visits a loca-
tion thatis not yet visited, andary relaxed plan mustalso
visit thatlocation;in Tyreworld, if someworking stephas
not yet beendonethenthe relaxed plan mustalsodo it; the
Ferry, Gripper, and Logisticsdomainsareall variationsof
thetransportatiortheme with actionsthatload objectsonto
vehiclesactionsthatmaove thevehicles andactionsthatun-
load objects. As an exampleproof, considerLogistics if
an optimal plan loadsor unloadssomepackagethen that
packagemuststill be transportedand the relaxed plan has
no betteroption of doingso;if anoptimal planmaovesave-
hicle then that vehicle must either deliver or collect some
packageandagaintherelaxed planhasno betterchoice.

In the Fridge Miconic-SIMPLE, and Miconic-STRIPS
domains,the actionsdo not adherestrictly to invertibility
accordingo Definitions3 and4; but we have seerthatthey
have similar semanticsj.e., they caneitherbe inverted,or
deleteonly factsthat are no longer neededoncethey are
applied. Furthermoreall actionsin thesedomainsarere-
spectedby the relaxation:in Fridge similar to Tyreworld,
missing working stepsmust also be donein the relaxed
plan;in Miconic-SIMPLEandMiconic-STRIPSsimilar ar-
gumentdik e above for thetransportatiomomainsapply.

In Briefcasevorld, all actionscan be inverted. Actions
that move the briefcaseor put in objectsare respectedy
the relaxationdueto the transportatiorarguments. Taking
outobjectsis notrespectedecause¢heobjectsalreadyhave

their at-relationadded(as a conditionaleffect) by moving

thebriefcase However, takingout anobjectdoesnot delete
importantfactsif thatobjectis alreadyat its goallocation.
Thus,in a states wherean optimal plan startswith a take
outaction,anoptimalrelaxedplanfor s canalsobeusedfor

the successostate. It follows thatht doesnotincreaseon

optimalsolutionpaths.

For theremainingthreedomainsthe proofsaremoreso-
phisticated.In all casest canbe proventhatthereis a path
to thegoalonwhich AT doesnotincreaseln Blocksworld-
no-armif anoptimalstartingactiona stacksablockinto its
goal position,thena alsostartsan optimalrelaxed plan. If
thereis no suchactiona in a states, thenoneoptimal plan
startsby puttingsomeblock b—thatmustbe moved—from
someblock ¢ ontothe table, yielding the states’. Any re-
laxedplan P+ for s alsomovesb. To obtainarelaxed plan
for s', thatmoving actioncanbereplacedn P+ by maoving
b from thetableinsteadof from ¢. Soin all stateghereis an
optimal startingactionleadingto a statewith equalor less
ht value.

In Grid, a rathercomplex procedurecan be appliedto
identify a flat pathto a statewith betterh™ value. In a state
s, let P* be an optimal relaxed plan for s, anda the first
unlockactionin P+ or aputdownn if thereis no suchunlock
action (the last actionin P+ is a putdovn without loss of
generality asthe only goalsareto have somekeys at cer
tain locations). Identifying a flat pathto a states’ wherea
canbeappliedsufficeswith PropositioriL: unlockingdeletes
only factsthatareirrelevantoncethe lock is open,andthe
deletesof puttingdown a key areirrelevantif thereareno
morelocksthatmustbe opened.The selectedactiona uses
somekey k at a positionz. P+ mustcontaina sequence
of actionsmoving to z. Moving alongthe pathdefinedby
thoseactionsdoesnot increaseht: thoseactionsare con-
tainedin anoptimalrelaxed plan,andthey canbeinverted.
If k is alreadyheldin s, thenwe cannow applya. If the
handis emptyin s, or someotherkey is held,thenonecan
usePt toidentify, in asimilar fashion,aflat pathto a state
whereonedoeshold theappropriatekey k.

In Hanoj it canbe proventhatthe optimal relaxed solu-
tion lengthfor ary stateis equalto the numberof discsthat
arenotyetin their goal position. As no optimalplanmoves
adiscawayfrom its goalposition,h* doesthusnotincrease
onoptimalsolutionpaths. u

Maximal Exit Distance

We finally presentour resultsconcerningthe maximal exit
distance Theprooftechniqués to walk alongoptimalsolu-
tion pathsuntil anactionis reachedvhosedeleteeffectsare
nolongerneedednceit is applied.

Theorem3 To any of the Ferry, Gripper Logistics
Miconic-SIMPLE Miconic-STRIPS Movie, Simple-Tsp
or Tyreworlddomainsthereis a constant sud that, for all
solvabletasksbelongingto that domain,the maximalexit
distancein thetask's statespaceis at mostc underevalua-
tionwith h.

Proof Sketch: We have seenthatin all thesedomainsthe
actionsarerespectedby therelaxationandcaneitherbein-



vertedor have irrelevant deletes. If s is a stateanda an
actionstartinganoptimalplanfor s, thena startsanoptimal
relaxed plan P+ for s, anda relaxed planfor Result(s, a)

can be constructedby either: replacinga in P by the
respectre inverseaction, which re-achieesa's deleteef-
fects; or by removing a entirely, which canbe doneif the
deleteeffectsof a arenot neededby P+. In thelattercase,
ht(Result(s,a)) < ht(s) follows (asis statedby Proposi-
tion 1). Soit sufficesto derive a constannumberc of steps
on ary optimalsolutionpathsuchthatafter ¢ stepsthereis
anoptimalstartingactionfor which the secondcaseholds.

In Movie, all actionshave no, and thereforeirrelevant,
deleteeffects, with the single exceptionof rewinding the
movie (which deleteghe counterbeingat zero).Obviously,
no optimal plan rewinds the movie twice in a row. Thus,
¢ = 1isthedesiredupperlimit.

In Simple-Tspc = 0 sufiices. With the terminologytwo
paragraph@bove, saywe are at location! in s. Any op-
timal plan startsby visiting a yet unvisited locationi’. A
relaxedplanfor Result(s,a) canbe constructedy remov-
ing a from P*, andreplacingall movesfrom [/ to somel”
with movesfrom [’ to[".

In the transportatiordomainsFerry, Gripper, Logistics
Miconic-SIMPLE, and Miconic-STRIPS the argumentis
thefollowing. If the optimal plan startswith anunload-or
load-typeof action, thenthat action can be removed from
P+ to form arelaxed plan for Result(s,a): for unloads,
onceanobjectis whereyou wantedit to be,you don't need
to have it in the vehicleanymore;similarly for loads,once
theobjectis insidethe appropriatevehicle,you do notneed
it anymore at its origin location (in Gripper, “loading” a
ball alsodeletegherespectie handbeingfree; however, the
handis madefreeagainanyway by therelaxedplan,whenit
putstheballinto its goallocation;asimilarargumentpplies
in Ferry). Concerningnoves,in all thesedomainsall loca-
tionsareimmediatelyaccessiblérom all otherlocation(for
theappropriatdype of vehicle),sono optimalplanmovesa
vehicletwice in arow, which givesusc = 1 asthe constant
upperlimit.

In Tyreworld, the lowestconstanupperlimit is ¢ = 6. If
the optimal plan carriesout someworking stepa thatneeds
to be undonelateron (lik e jacking up the hub with the flat
wheelon), thenthe relaxed plan for Result(s,a) mustin-
clude the inverseactionto a (like jacking down the hub).
If the optimal plan carriesout somefinal working stepthat
doesnot needto be undone(like putting away a tool no
longer neededor jacking down the hub), thenthat action
canberemovedfrom PT. Asit turnsout,c = 6 is the maxi-
malnumberof non-finalworking stepshatany optimalplan
doesin arow. n

For the Blocksworld-no-arm Briefcasevorld, Fridge
Grid, and Hanoidomains,Theorem2 provesthatthereare
no local minima. Thus, thosedomainsstanda chanceof
having a constantupperlimit to the maximalexit distance.
However, in all of thesedomainsone can easily construct
instancesvherethemaximalexit distancetakeson arbitrar
ily high (finite) values. In Grid, for example,considerthe
instancesvheretherobotis locatedonan x 1 grid (aline)

without locked locations the robot startsat the leftmostlo-
cation, and shall transporta key from the rightmostloca-
tion to the left end. Theinitial valueof ht isn + 2 (walk
overto thekey, pick it up, andputit down—theat relation
is not deleted),andthe value doesnot get betteruntil the
robothasactuallypickedup thekey. In Hanoj the maximal
exit distancegrows in fact exponentiallywith the number
of discs. For detailsthe readeris referredto our technical
report(Hoffmann2001a).

The Taxonomy

Ourresultstogethemith the negative examplesoundin the
previous empirical investigation(Hoffmann 2001b) prove
thepicturespecifiedn Figure2.

Mystery
Blocksworld-arm Mprime
Miconic-ADL
Freecell
Assembly

Schedule

local minima

Hanoi
Blocksworld-no-arm

[of
E Fridge
E Briefcaseworld Grid
©
8 Tyreworld
e v Miconic-SIMPLE

g | Logistics Miconic-STRIPS

£ | Ferry Movie

Gripper Tsp
undirected harmless recognized unrecognized

Figure2: The extendedandrevisedplanningdomaintaxon-
omy, overviewing our results.

All of the competitiondomainsbelongto exactly those
partsof thetaxonomyshawn in Figure2, wherethe empir
ical obsenationssuggestedio put them;exceptthe Assem-
bly domain.Obviously, mostof thedomainsareto befound
neartheleft bottomsideof thetaxonomy

As discussedn the previous work, from the point of
view of heuristicplannerdike HSPor FFwhich derive their
heuristicfunctionby approximatingh T, theleft bottomside
of thetaxonomyis intuitively the “simple” corner:thereare
no or only recognizeddeadends,and ht is a heuristicof
high quality. In contrastthe top right cornerof the taxon-
omy containsthe “demanding”’domains:therecanbe dead
endsthatarenotrecognizedy h*, andlocal minima. Con-
sistentlywith this, the Freecelland Miconic-ADL domains
constitutedmuch more of a problemto the heuristicplan-
nersin the AIPS-2000competitionthan, for example,the
Logisticsdomaindid. More intriguingly, we have seenthat
FF's searchalgorithmis polynomialwhenthe heuristichas
the quality correspondingdo the lower mostpartof the tax-
onomy i.e.,alimited maximalexit distanceFor 8 of our 20
domainsh* doesin facthave this quality.

Conclusionand Outlook

Looking atalargecollectionof commonlyusedbenchmark
domains,we have proventhatin the majority of thesedo-
mainsthe h* heuristicfunction hasthe qualitieshypothe-
sizedby previous work (Hoffmann2001b). As mary cur
rentstate-of-the-arheuristicplanneravork by approximat-



ing that sameh* function, this suggestgo interpretthose
planmers succesasutilizing the quality of ht.

In the procesf proving our results,we have alsodeter
minedthe reasonsbehindthe quality of A™, from a more
structural point of view: the reasonsare mainly that in
mary domainsall actionsare (at least) invertible or need
not be inverted (like when their addsare static and their
deletesare irrelevant); and that the actionsare respected
by the relaxation,i.e., often thereis simply no other way
to achieve the goalthanby applyingthem. The knowledge
aboutthesestructuralimplicationsmay be usefulwhende-
signing new benchmarks.Moreover, one might try to rec-
ognizethe structuralpropertiesautomatically and thereby
predictthe performanceof plannerslike FF In fact, most
of the definitionsgiven in our theoreticalcore are purely
syntactical. Lemma3 gives a new sufficient criterion for
recognizingplanningtaskswherethere are no deadends
in the statespace(a problemwhich Hoffmannand Nebel
(2001) have provento be PSIACE-hard). The only non-
syntacticalprerequisiteof Lemma3 is inconsistenyg, for
which thereare several good approximationtechniquesn
theliterature(Fox & Long1998;Gerevini & Schuber2000;
Rintanen2000). The challengds how to determinghatan
actionis respectedy therelaxation,andtherebyrecognize
taskswhereh™ doesnotyield local minima.

The main pieceof work left to do is to corroboratethe
argumentatiorthatplannerdike FF andHSParein essence
utilizing the quality of h™—thatis, it mustbe verified to
which extentthoseplanners approximatve heuristicfunc-
tionsreally have the samequality ash™. On the collection
of smallexampledookedatin the previousempiricalinves-
tigation, FF's heuristicfunctionis similarto A (Hoffmann
2001b). To verify this obsenationin generalonecanlook
atfragmentsf thestatespace®f largerplanningtasks.and
computestatisticsaboutthedistribution of local minimaetc.

Another interestingfuture directionis to try and prove
propertiesof At for domainclassesratherthanfor single
domaingn turn. Recentvork by Malte Helmert(2001b)has
defineda hierarchyof transportatiolomainsin the context
of investigatingtheir compleity. Judgingfrom our results,
it seemgo bethecasehat,with Helmert'sterminology ary
transportatiomomainwherethereis unlimitedfuel doesnot
containlocal minimaunderh™. The maindifficulty in such
aninvestigations the definition of thedomainclass:in dif-
ferenceto Helmertwho focuseson the semanticof the do-
mains,for our purposesve needa strictly syntacticaldef-
inition: afterall, h™ dependdirectly on the syntaxof the
operators.

Looking at Helmert's results(someof which areyetonly
to be found in his masters thesis(Helmert2001a)),there
is one more intriguing parallelity to our investigation: the
domainsin the top right cornerof our taxonomycoincide,
exceptthe Assemblydomain, exactly with thosedomains
where Helmert found that deciding plan existenceis NP-
hard. The questionis whetherthereis ary provable phe-
nomenorbehindthis obsenation (with Assemblybeingan
exceptionof somesort).
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