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Abstract

Bondarenkoet al. have recently proposed an abstract framework for
default reasoning. Besides capturing most existing formalisms and prov-
ing that their standard semantics all coincide, the framework extends these
formalisms by generalising the semanticadmissibleandpreferred argu-
ments originally proposed for logic programming only.

In this paper we analyse the computational complexitgrefiulousand
scepticalreasoning under the semantics of admissible and preferred argu-
ments for (the propositional variant of) the instances of the abstract frame-
work capturing theorist, circumscription, logic programming, default logic,
and autoepistemic logic. Although the new semantics have been tacitly as-
sumed to mitigate the computational hardness of default reasoning under the
standard semantics sfable extensionsve show that in many cases reason-
ing under the admissibility and preferability semantics is computationally
harder than under the standard semantics. In particular, in the case of au-
toepistemic logic, sceptical reasoning under preferred arguments is located
at the fourth level of the polynomial hierarchy, whereas the same form of
reasoning under stable extensions is located at the second level.



1 Introduction

Bondarenkeet al. [1] show that many logics for default reasoning, i.e., theorist
[25], (many cases of) circumscription [20], Default Logic (DL) [26], Nonmono-
tonic Modal Logic [21], Autoepistemic Logic (AEL) [22], and Logic Program-
ming (LP) can be understood as special cases of a single abstract framework. The
standard semantics of all these logics can be understood as sanctioning a set of
assumptions as stable extensioof a given theory, formulated in an underlying
monotonic logic, iff the set of assumptions does atiackitself and it attacks

every assumption not in the set. In abstract terms, an assumption can be attacked
if its contrarycan be proved, in the underlying monotonic logic, possibly with the
aid of other conflicting assumptions.

Bondarenkeet al. also propose two new semantics generalising, respectively,
the admissibility semantics [8] and the semantics of preferred extensions [8] or
partial stable models [27] for LP. In abstract terms, a set of assumptions is an
admissible argumentf a given theory, formulated in an underlying monotonic
logic, iff it does not attack itself and it attacks all sets of assumptions which attack
it. A set of assumptions is jreferred argumeniff it is a maximal (with respect
to set inclusion) admissible argument.

The new semantics are more general thansthability semanticsince every
stable extension is a preferred (and admissible) argument, but not every preferred
argument is a stable extension. Moreover, the new semantics are more liberal
because for most concrete logics for default reasoning, admissible and preferred
arguments are always guaranteed to exist, whereas stable extensions are not. Fi-
nally, reasoning under the new semantics appears to be computationally easier
than reasoning under the stability semantics. Intuitively, to show that a given sen-
tence is justified by a stable extension, it is necessary to perform a global search
amongst all the assumptions, to determine for each such assumption whether it
or its contrary can be derived, independently of the sentence to be justified.
the semantics of admissible and preferred arguments, however, a “local” search
suffices. First, one has to construct a set of assumptions which, together with the
given theory, (monotonically) derives the sentence to be justified, and then one
has to augment the constructed set with further assumptions to defend it against
all attacks [18, 6, 7].

ISee [18, 7] for a more general discussion of the problems associated with computing the
stability semantics.



However, from a complexity-theoretic point of view, it seems unlikely that the
new semantics lead to better lower bounds than the standard semantics since all
the “sources of complexity” one has in default reasoning are still present. There
are potentially exponentially many assumption sets sanctioned by the semantics.
Further, in order to test whether a sentence is entailed by a particular argument,
one has to reason in the underlying monotonic logic. For this reason, one would
expect that reasoning under the new semantics has the same complexity as under
the stability semantics, i.e., it is complete for the first level of the polynomial
hierarchy for LP and on the second level for logics with full propositional logic
as the underlying logic [3]. However, previous results on the expressive power of
DATALOG ™ queries by Sacr[28] suggest that this is not the case for LP. Indeed,
Sac@’s results imply that reasoning under threferability semanticfor LP is at
the second level of the polynomial hierarchy.

In this paper we extend this analysis and provide complexity results for rea-
soning in the propositional variants of theorist, circumscription, LP, DL, and AEL
under the new semantics. As it turns out, reasoning under the new semantics can
be much harder than reasoning under the standard semantics. In particular, we
show that sceptical reasoning in DL under the preferability semantics is on the
third level of the polynomial hierarchy, that credulous reasoning in AEL under
the admissibility semantics on the third level of the polynomial hierarchy, and
that sceptical reasoning in AEL under the preferability semantics is on the fourth
level of the polynomial hierarchy.

The papet is organised as follows. Section 2 summarises relevant features
of the abstract framework of [1], its semantics and concrete instances. Section 3
gives complexity theory background and introduces the reasoning problems. Sec-
tion 4 gives generic upper bounds for credulous and sceptical reasoning, para-
metric with respect to the complexity of the underlying monotonic logics. The
generic results are instantiated to provide upper bounds for concrete instances of
the abstract framework. Section 5 gives then completeness results for theorist and
circumscription, Section 6 gives the completeness results for LP and DL, and Sec-
tion 7 gives the completeness results for AEL. Section 8 discusses the results and
concludes.

2This paper combines earlier papers [4, 5] by the same authors and it contains all formal proofs
of the results in full.



2 Default Reasoning via Argumentation

Assume adeductive system(L, R), where £ is some formal language with
countably many sentences aflis a set of inference rules inducing a mono-
tonic derivability notiont-. Given a theoryl’ C L and a formulan € L,
Th(T) = {a« € L|T + a} is the deductive closure df. Then, anabstract
(assumption-based) frameworkis a triple (7", A, —), whereT, A C £ and— is

a mapping fromA into L. T', thetheory, is a set of beliefs, formulated in the un-
derlying language, and can be extended by subsefs tife set oflassumptions
Indeed, arextensionof an abstract framewor{d’, A, ) is a theoryT'h(T' U A),
with A C A (sometimes an extension is referred to simply'asA or A). Finally,
given an assumption € A, @ denotes theontrary of «.

Theoristcan be understood as a framewgik A, —) whereT and A are both
arbitrary sets of sentences of classical (first-order or propositional) logic and the
contrarya of an assumptiom is just its negation}- is ordinary classical prov-
ability.

Many cases otircumscriptiort can be understood similarly, except that the
assumptions are negations of atomic sentenggs), for all predicate® which
are minimised, and atomic sentenegs) or their negations, for all predicates
which are fixed.

LP is the instance of the abstract framewd¥k A, —) whereT is a logic pro-
gram, the assumptions i are all negationgsot p of atomic sentences and the
contrarynot p of an assumption ig. - is Horn logic provability, with assump-
tions,not p, understood as new atorp§ as in [12].

DL is the instance of the abstract framewdqik A, —) where the monotonic
logic is first-order logic augmented with domain-specific inference rules of the
form

a1yee s Qo MGy, .., M B,
7y

wherec;, 35, v are sentences in classical logi@: is a classical theory and
consists of all expressions of the forid 3 where 5 is a sentence of classical
logic. The contraryl/ 3 of an assumptiod/ 3 is —3.

AEL has, as the underlying languagea modal logic with a modal operator
L, but the inference rules are those of classical logic. The assumptions have the
form —La or La. The contrary of-La is «, and the contrary ofa is = La.

3Namely, all cases where every model of the theory to be circumscribed is a Herbrand model
of the theory, see [1] for more details.



Given an abstract framewofl{’, A, —) and an assumption s&t C A:

e A attacks an assumptionn € A iff @ € Th(T U A);

e A attacks an assumption set\’ C A iff A attacks some assumptione
A

Given that an assumption s&t C A is closediff A = AN Th(T U A),
the standard semantics of extensions of theorist [25], minimal models of circum-
scription [20], extensions of DL [26], stable expansions of AEL [22], and stable
models of LP [14] correspond to the stability semantics of abstract frameworks,
where an assumption satC A is stableiff

1. Aisclosed,
2. A does not attack itself, and

3. A attacks each assumptionZ A.

Assumption sets are always closed in the case of LP and DL. Frameworks
with this property are referred to #at [1]. Assumption sets might not be closed
in the case of AEL. For example, given the thedfy= {-Lp} in AEL, the
empty assumption set is not closed. Furthermore, assumption sets might not be
closed in the case of theorist and circumscription. For example, if a formula is
an assumption in theorist that is already derived by the theory, then the empty
assumption set is not closed.

A stable extensioris an extensiofi’h(T'U A) for some stable assumption set
A. The standard semantics of circumscription [20] corresponds to the intersection
of all stable extensions of the abstract framework corresponding to circumscrip-
tion.

Bondarenkeet al. argue that the stability semantics is unnecessarily restric-
tive, because it insists that an assumption set should take a stand on every issue
(assumption). Thus, they define new semantics for the abstract framework, by
generalising the argumentation-theoretic reformulation of [17] for the semantics
originally proposed for LP by Dung [8]. The new semantics are defined in terms
of “admissible” and “preferred” sets of assumptions/extensions. An assumption
setA C Ais admissibleiff

1. Ais closed,



2. A does not attack itself, and

3. for all closed sets of assumptiois C A, if A’ attacksA then A attacks
A

Maximal (with respect to set inclusion) admissible assumption sets are called
preferred. In this paper we use the following terminology: admissible (pre-
ferred) argument is an extensioW'h (7T U A) for some admissible (preferred)
assumption sef\. Bondarenkeet al. show that preferred arguments correspond
to preferred extensions [8] and partial stable models [27] for LP.

Every stable assumption set/extension is preferred (and thus admissible) [1,
Theorem 4.6], but not vice versa, in general. However, if the framewankris
mal, i.e., if every maximal closed assumption set that does not attack itself is
a stable set, then the semantics of preferred and stable assumption sets coincide
[1, Theorem 4.8]. Theorist and circumscription are normal frameworks, which
implies that stability and preferability semantics are identical in these cases.

In the sequel we will use the following:

(Prop,): Every preferred assumption set is (trivially) admissible and every ad-
missible assumption set is a subset of some preferred assumption set;

(Prop,): The empty assumption set is always admissible, trivially, for all flat
frameworks;

(Props): Every preferred extension is stable and every stable extension is pre-
ferred, for all normal frameworks.

Moreover, for any given semantics amongst the stability, admissibility and
preferability semantics, we will use the terminology thatét of assumptions is
sanctioned by a semanticsto mean that the set of assumptions is stable/admissible/preferred,
respectively.

3 Reasoning Problems and Computational Complex-
ity

We will analyse thecomputational complexitgf the following reasoning prob-
lems for the propositional variants of the frameworks for theorist, circumscription,
LP, DL, and AEL under admissibility and preferability semantics:

6



e the credulous reasoning problem i.e., the problem of deciding for any
given sentence € £ whetherp € Th(T U A) for someassumption seh
sanctioned by the semantics;

e the sceptical reasoning problem i.e., the problem of deciding for any
given sentence € L whetherp € Th(T U A) for all assumption sets
A sanctioned by the semantics.

Instead of the sceptical reasoning problem, we will often consider its complemen-
tary problem, i.e.

e the co-sceptical reasoning problemi.e, the problem of deciding for any
given sentence> whetherp ¢ Th(T U A) for someassumption sef\
sanctioned by the semantics.

Note that we are not advocating co-sceptical reasoning as interesting or useful
epistemologically. Rather, we use it to support our complexity analysis.
In addition, we will consider a sub-problem of all these problems, namely:

e the assumption set verification problem i.e., the problem of deciding
whether a given set of assumptiofiss sanctioned by the semantics.

We briefly revise fundamental notions from complexity thebiyve assume fa-
miliarity with the complexity classe®, NP, andco-NP, and with the notions
of many-one-reductionguring reductionsandhardnessandcompleteneswith
respect to these reductions.

The complexity of the above problems for all frameworks and semantics we
consider is located at the lower end of gh@lynomial hierarchy This is a (pre-
sumably) infinite hierarchy of complexity classes abb\re defined by usingr-
acle machinesi.e. Turing machines that are allowed to call a subroutine—the
oracle—deciding some fixed problem in constant time. Celbe a class of de-
cision problems. TherR¢ denotes the class of problems that can be solved on
a deterministic oracle machine in polynomial time with an oracle that decides a
problem inC. In general, for any clas¥ defined by resource bound¥¢ denotes
the class of problems decidable on a Turing machine with a resource bound given

1Good textbooks covering the notions we introduce here have been written by Garey and John-
son [13] and Papadimitriou [24].



by X and an oracle for a problem &> Based on these notions, the safs ¥7,
andII} are defined as follows:

S =11, = AL = P

SP = NP I%, | = co-NP™, AP, =P

+1 =
The “canonical” complete problems asat for /=NP and k-QBF for ¥
(k > 1), wherek-QBF is the problem of deciding whether the quantified boolean
formula
IpVG... ¢(p,q,...).
N—_——
k alternating quantifiers starting with

is true, for a formulab. The above problems remain complete for their respective
classes when the innermost quantifiefiiand the formulab is in 3CNF, as well

as when the innermost quantifiersisand the formula® is in 3DNF [30]. The
complementary of &-QBF problem, denoted bgo-4-QBF, is complete fodl,.

All problems in the polynomial hierarchy can be solved in polynomial time
iff P = NP. Further, all these problems can be solved by worst-case exponential
time algorithms. Thus, the polynomial hierarchy might not seem too meaning-
ful. However, different levels of the polynomial hierarchy differ considerably in
practice, e.g. methods working for moderately sized instancé#Peftomplete
problems do not work foF:5-complete problems.

The complexity of the problems we are interested in has been extensively stud-
ied for existing logics for default reasoning under the standard, stability seman-
tics [3, 15, 23, 19, 29, 2, 10]. Table 1 gives a partial summary of these results
for the different logics. We note here that the semantics of circumscription has
been originally proposed with respect to sceptical reasoning only. In this case, as
shown in [1], reasoning in circumscription (restricted to Herbrand models) coin-
cides with sceptical reasoning in theorist under the stability semantics. Moreover,
we can naturally extend circumscription and define its credulous reasoning via a
one-to-one correspondence with credulous reasoning in theorist under the stabil-
ity semantics (see [1] for more details). Hence the complexity result for credulous
reasoning in circumscription is a direct consequence of the respective result for

®Note that because using an oracle for a problem féoim identical to using an oracle for a
problem from co, we havex¢ = x°—C. For this reason, one usually does not use the notation
Xco—C_

6The super-scripp is only used to distinguish these classes from the analogous classes in the
Kleene hierarchy.



theorist. The complexity results for reasoning in circumscription under the ad-
missibility semantics, presented later in the paper, can be understood in a similar

way.

credulous
reasoning

sceptical
reasoning

Logic Programming
Theorist
Circumscription
Default Logic

Autoepistemic Logic

NP-complete
Y.b-complete
Y:b-complete
Y:L-complete
Y:b-complete

co-NP-complete

I15-complete
I15-complete
I15-complete
I15-complete

Table 1: Existing computational complexity results for the stability semantics

4 Generic Upper Bounds

In this section we give a number génericupper bounds for reasoning under the
admissibility and preferability semantics that are parametric on the complexity
of the derivability problemin the underlying monotonic logic. This allows us to
derive upper bounds for a wide range of concrete logics for default reasoning.

In the case of LP, the underlying logic is propositional Horn logic, hence the
derivability problem isP-complete (under log-space reductions) [24, p. 176]. In
the case of theorist, circumscription and AEL, the underlying logic is classical
propositional logic, hence the derivability problemcisNP-complete. Finally,
in the case of DL, the underlying monotonic derivability is classical derivability
extended with domain-specific inference rules. However, these extra inference
rules do not increase the complexity of reasoning. Indeed, it is known (e.g. see
[16, p.90]) that for any DL-like propositional monotonic rule systgncthecking
whetherS [~ ¢ is NP-complete. Therefore, the following proposition follows
immediately.

Proposition 1 Given a DL frameworkT', A, —), deciding for a sentence € £
and an assumption sét C A whetherp € Th(T U A) is co-NP-complete.



In order to decide the credulous and co-sceptical reasoning problems, one can
apply the following non-deterministic algorithm:

Algorithm 2

1. Guess an assumption set,
2. verify that it is sanctioned by the semantics, and

3. verify that the formula under consideration is derivable from the set of as-
sumptions and the monotonic theory or not derivable from it, respectively.

From this it follows that credulous reasoning and co-sceptical reasoning is in the
complexity clasdNPC, provided reasoning in the underlying logic isdrand the
verification that an assumption set is sanctioned by the semantics can be done with
polynomially many calls to &-oracle. For the stability semantics, we need indeed
only polynomially manyC-oracle calls in order to verify that the assumption set

A is not self-attacking and that it is closed and attacks all assumptiopsA.
However, for the admissibility and preferability semantics the verification step
does not seem to be so easy, as suggested by the following theorem.

Theorem 3 For frameworks with an underlying monotonic logic with a derivabil-
ity problem inC, theassumption set verification problam

e in P¢ under the stability semantics,
e in co-NP° under the admissibility semantics, and

e in co-NPVP* under the preferability semantics.

Proof: The first claim follows from the argument above that polynomially many
C-oracle calls are sufficient to verify that an assumption set is stable.

In order to prove the second claim, we give the following nondeterministic,
polynomial-time algorithm that usesaoracle and decides wheth&rC A is not
admissible:

1. Check whetheA is closed. If not, succeed, otherwise continue.

2. Guess an assumption gt C A.

10



3. Verify thatA' is closed, usingA — A’| C-oracle calls.
4. Verify thatA’ attacksA, using|A| C-oracle calls.
5. Verify thatA does not attack\’, using|A’| C-oracle calls.

Obviously, this algorithm succeeds iff is not admissible, i.e., it decides the
complement of the assumption set verification problem, thus proving the claim.
In order to prove the third claim, for any assumption&et A that we want
to verify, we give the following nondeterministic, polynomial-time algorithm that

uses arNPC-oracle:

1. Check whethen is admissible, using ondP°-oracle call (by the second
claim). If it is not, succeed. Otherwise continue.

2. Guess an assumption get> A.

3. Check whether\’ is admissible, using onP°-oracle call (by the second
claim). If it is, succeed. Otherwise fail.

Obviously, this algorithm succeeds iff is not preferred. This means it de-
cides the complement of the assumption set verification problem, thus proving
the claim.m

Furthermore, in the general case, there does not appear to be more efficient
algorithms for the assumption set verification problems than the ones given in
Theorem 3. For the special flat and normal frameworks, however, more efficient
algorithms can be found, as demonstrated by the following two theorems.

Theorem 4 For flat frameworks with an underlying monotonic logic with a deriv-
ability problem inC, theassumption set verification problem

e in P¢ under the admissibility semantics, and

e in co-NP¢ under the preferability semantics.
Proof: We prove the first claim by giving the following deterministic, polynomial-

time algorithm using &-oracle, for any assumption s&t C A that we want to
verify:

11



1. Check whetheA attacks itself, using polynomially margroracle calls. If
it does, succeed. Otherwise continue.

2. Computed* = {a € A — A | A does not attack }, using|A — A| calls to
acC-oracle.

3. Check whethed* U A attacksA, using polynomially mang-oracle calls.
If it does, succeed. Otherwise fail.

It is easy to see that if this algorithm succeeds thar not admissible, ad* U A
attacksA but, by (2),A does not attackl* and, by (1),A does not attack itself.
Moreover, if the algorithm fails the is admissible. Indeed, I’ be any attack
againstA. If A" C A*UA, then, by monotonicity of the underlying logid;” U A
attacksA, thus contradicting that the algorithm fails. Therefafé,Z A* U A.
Leta € A’ — A* — A. By (2), A attacksw. Thus,A attacksA’, and, by (1) A is
admissible.

The second claim of the theorem follows by reconsidering the algorithm used
in the proof of Theorem 3 for the third claim, but usiRg-oracle calls at steps (1)
and (3).=

Due to (Prop), for normal frameworks the assumption set verification task
under the preferability semantics is easier, as it can be reduced to that under the
stability semantics. Therefore, the following result is a direct corollary of Theo-
rem 3.

Proposition 5 For normalframeworks with an underlying monotonic logic with
a derivability problem inC, the assumption set verification probleamder the
preferability semantics is iRC.

We could now apply directly algorithm 2 described above in combination with
the above results for deriving upper bounds for the credulous and sceptical reason-
ing problems. However, some of the upper bounds thus obtained can be reduced,
as follows.

Directly from (Prop), we have the following result.

"Note that if the framework is not flat, then the assumption&ets A might not be closed.
Therefore, even if (3) succeedA, can still be admissible, as it may attack an assumption that is
derivablefrom A* U A.

12



Proposition 6 Credulous reasoning under the admissibility semantics is equiva-
lent to credulous reasoning under the preferability semantics.

Thus, it follows directly that credulous reasoning under the admissibility se-
mantics has the same upper bound as credulous reasoning under the preferability
semantics. In particular, for normal frameworks we get the same upper bound for
credulous reasoning under the admissibility semantics as for the stability seman-
tics.

In addition, co-sceptical and sceptical reasoning under the admissibility se-
mantics is often much simpler than suggested by the upper bounds of the respec-
tive assumption set verification problem combined with algorithm 2. For example,
in flat frameworks(T", A, —) the sceptical reasoning problem reduces to the clas-
sical derivability from the theor{’, because of (Prgp. This might be the case
even for non-flat frameworks. We call an assumption-based frame{@ork, —)
simpleiff there is no admissible assumption set when&vés inconsistent in the
underlying monotonic logi€, and otherwise there exists a minimal (with respect
to set inclusion) admissible s&t,, = AN Th(T).

Proposition 7 For flat frameworks and fosimpleframeworks with an underlying
monotonic logic with a derivability problem ®, thesceptical reasoning problem
under the admissibility semantics is@n

All the results in this section combined with algorithm 2 give the next the-
orem, specifying upper bounds for the reasoning problems for all the types of
frameworks considered so far.

Theorem 8 Upper bounds for the different reasoning problems, types of frame-
works, and semantics are as specified in the following table:

Frameworks Stability Admissibility Preferability
cred.| scept. | cred. scept. cred. scept.
general NP | co-NPC | NPNP | co-NPNPE | NPNPE | co-NpNP™
normal NPC | co-NP¢ | NP® | co-NPM° | NP | co-NP€
flat NPC | co-NPC | NP C NP¢ | co-NPNPC
simple NPC | co-NPE | NPV | ¢ | NPMP° | co-NPNPY™

8Note that not all deductive systems underlying an abstract framework are equipped with a
notion of inconsistency. For example, the instance of the framework for LP is not. Moreover, note
that the notion of inconsistency is a separate notion from that of contrary.
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Proof: The results for the stability semantics follow from applying algorithm 2,
with step (2) of the algorithm solvable by a call t@oracle (by Theorem 3), and
step (3) solvable by a call toaoracle. This gives an upper bound\#®””, which
coincides withNP¢, for both the credulous and co-sceptical reasoning problems.

The results for the admissibility semantics in the first row and for sceptical
reasoning under the preferability semantics in the first row follow by the same
argument.

The result for credulous reasoning under the preferability semantics in the first
row follows from Proposition 6 and the corresponding result for the admissibility
semantics.

The results for admissibility and preferability semantics in the second row are
justified as follows. Credulous reasoning under admissibility and preferability
semantics as well as co-sceptical reasoning under the preferability semantics can
be shown to be ilNP™, which equalNP¢, by using algorithm 2 and applying
Propositions 6 and 5. Further, the upper bound for sceptical reasoning under the
admissibility semantics is the general upper bound given in the first row.

The results for admissibility and preferability semantics in the third row follow
by applying Proposition 7 for sceptical reasoning under admissibility and, for the
other columns, algorithm 2 and Theorem 4.

Finally, the results for admissibility and preferability semantics in the fourth
row are the general results in the first row, with the exception of the result for
sceptical reasoning under the admissibility semantics given by Proposition 7.

As shown in the table, the upper bounds derived for sceptical reasoning under
the admissibility semantics are sometimes lower than those derived for sceptical
reasoning under the stability semantics. However, in these cases it amounts to
deriving monotonic conclusions from the thedryand ignoring the assumptions
completely. In other words, in these cases, default reasoning is trivialised.

5 Simple, Normal Frameworks: Theorist and Cir-
cumscription

The concrete frameworks for theorist and circumscriptiomarenal[1] andsim-
ple, as shown below.

Lemma 9 The frameworks for theorist and circumscription are simple.

14



Proof: Circumscription is a special instance of theorist. Thus, we only need to
prove the theorem for theorist.
If the given theorist theory' is inconsistent then the corresponding framework
admits no admissible argument, as any closed assumption set attacks itself.
Assume thaf" is consistent. Then, we only need to prove that Th(7T)NA
attacks every closed assumption&étvhich attacks\. Now, if A = (), then there
is no set\’ that attacks\. If A # (), thenA’ attacksA iff 7"U A’ is inconsistent
and, as\’ is closed A’ = A. Thus, necessaril attacksA’. m

For both frameworks, the credulous and sceptical reasoning problems reach
the respective upper bounds specified in Theorem 8. Indeed, due to Proposition 6
and (Prop), credulous reasoning under admissibility and preferability semantics
is identical to credulous reasoning under the standard, stability semantics, lead-
ing to the result that the complexity is also identical. Thus, the next proposition
follows immediately from the results in Table 1.

Proposition 10 Credulous reasoning in theorist and circumscription under the
admissibility and preferability semantics¥§-complete.

Directly by (Prop), sceptical reasoning under the preferability semantics is
identical to sceptical reasoning under the stability semantics. Thus, the next
proposition follows immediately from the results in Table 1.

Proposition 11 Sceptical reasoning in theorist and circumscription under the
preferability semantics isl5-complete.

Finally, sceptical reasoning under the admissibility semantics is trivial because
the frameworks are simple and sceptical reasoning reduces to monotonic deriv-
ability from the theory.

Proposition 12 Sceptical reasoning in theorist and circumscription frameworks
under the admissibility semanticsdas-NP-complete.

In other words, for the concrete frameworks for theorist and circumscription,

we either get the same results as under the stability semantics or we get trivial
results.

15



6 Flat Frameworks: Logic Programming and De-
fault Reasoning

As in the case of theorist and circumscription, in the case of LP and DL the upper
bounds specified in Theorem 8 are tight.

Since the concrete framework for LP is flat, sceptical reasoning under the
admissibility semantics reduces to reasoning in the underlying monotonic logic,
i.e., derivability in propositional Horn theories, whichRscomplete.

Proposition 13 Sceptical reasoning in LP under the admissibility semantics is
P-complete.

From Theorem 8, again because the LP framework is flat, credulous reason-
ing under the admissibility and preferability semantics i?Ni’, which equals
NP. NP-completeness can be obtained as a direct corollary of an earlier result
by Saca [28], that the expressive power of DATALOGueries under the “pos-
sible M-stable semantics” (corresponding to credulous reasoning under the ad-
missibility and preferability semantics) coincides with D&?, i.e. the class of
all databases that are recognisabl&. From this result the following theorem
follows immediately.

Theorem 14 Credulous reasoning in LP under the admissibility and preferability
semantics iNP-complete.

Again from Theorem 8, sceptical reasoning in LP under the preferability se-
mantics is in coNPN?", which coincides withI%. ITZ-completeness can be ob-
tained again as a direct corollary of the result proven again byada8&¢§, that the
expressive power of DATALOGqueries under the “definite M-stable semantics”
(corresponding to sceptical preferability semantics) coincides with the class DB-
I1%, i.e. the class of all databases that are recognisable iflRB~rom this result
the following theorem follows immediately.

Theorem 15 Sceptical reasoning in LP under the preferability semantiddfs
complete.

Therefore, for LP, credulous reasoning under admissibility and preferability
semantics has the same complexity as under the stability semantics (see Table 1),
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whereas sceptical reasoning is either one level lower but trivial, under the admissi-
bility semantics, or one level higher, under the preferability semantics, than under
the stability semantics.

Since the instance of the framework for DL is flat, sceptical reasoning un-
der the admissibility semantics reduces to reasoning in the underlying monotonic
logic, i.e., derivability in propositional classical logic, whichcg-NP-complete.

Proposition 16 Sceptical reasoning in DL under the admissibility semantics is
co-NP-complete.

By Proposition 6, credulous reasoning under the preferability semantics co-
incides with credulous reasoning under the admissibility semantics. From Theo-
rem 8, credulous reasoning under the admissibility and preferability semantics is
in NPNP which coincides withe5. ¥5-hardness, and therefor-completeness,
can be proven by a reduction fromgsr.

Theorem 17 Credulous reasoning in DL under the admissibility and preferability
semantics i&5-complete.

Proof: By Proposition 6, it suffices to prove the theorem for the admissibility
semantics. Membership follows from Theorem 8. To prove hardness, we use a
straightforward reduction from 28F to the credulous reasoning problem under
the admissibility semantics.

Assume the quantified boolean formdla, ..., p, Vq1, ..., ¢, P, with & a
formula in 3DNF over the propositional variables. . ., p,, q1,. - -, ¢ We con-
struct a DL theory((), D) such that the given quantified boolean formula is true iff
some admissible argument for the framework correspondif to) containsd.

Let D consists of the default rules

Mp; — M-p;
pi —Pi
foreachi = 1, ..., n, simulating the choice of a truth value for each propositional

variablep; in ®. Obviously,((), D) can be constructed in log-space. Moreover, it
is easy to see that the givendsF is true iff there exists an admissible extension
of the framework corresponding {@, D) containingd. =

Again from Theorem 8, in DL, sceptical reasoning under the preferability se-
mantics is in caNP"P"", which coincides with1%. II5-hardness, and therefore
[T15-completeness, can be proven by a reduction frogB8-
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Theorem 18 Sceptical reasoning in DL under the preferability semanticHYjs
complete.

Proof: Membership follows from Theorem 8. To prove hardness, we use a re-
duction from 3QBF to the co-sceptical reasoning problem under the preferability
semantics.

Assume the quantified boolean formdla= Jp+, ..., p, Vaq1,...,qn 371, ..., 719D,
with ¢ a formula in 3CNF over the propositional variab}gs. . ., p,, q1, - - ., Gm,
r1,...,7% We construct a DL theorif), D) such that¥ is true iff some sentence
Fis not contained in some preferred argument for the framework corresponding
to (0, D).

The language off), D) contains atomg;,. . ., p,, G1,- - -, ¢m, @ndry,. .., ry as
well as atoms,,. . ., ¢, s1,. . ., S, intuitively holding true iff a truth value for the
variablespy,. .., p,, ¢1,. .., qn, respectively, has been choseh. consists of the
default rules

Di N, ’ v Nt ’ q; VAN Sj 7 —q; VAN Sj

foreachi = 1,...,n,j = 1,...,m, simulating the choice of a truth value for each
p; andg; in @,

Mo
/\jzl

m S

goony

to prohibit choices of truth values for all the's that render® satisfiable,

M_|Sj M_‘tz
)
Ah=1,..mSh  Nh=1,..nth N Nn=1,..mSh

=1,...

foreachi = 1,...,n,j =1,...,m, to enforce that truth value choices are made
either for allg;’s or for nog; and that truth value choices are made either for all
p;'s or for none of they;’s andg;’s, and finally

M(I) Mﬁtl M_|Sj
_|<I)7 tl ’ Sj .

foreachi = 1,...,n,j = 1,...,m to guarantee that no admissible assumption
set contains\/® or any of M/ —t; and M —s;.
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Obviously, (#, D) can be constructed in log-space. Moreover, we prove that
U is true iff there is a preferred argument not containing A;—:__,»s;. In other
words, the 39BF ¥ can be reduced to co-sceptical reasoning in DL under the
preferability semantics.

In the sequel we will use the following terminology.dis a truth assignment
to thep;’s, we denote by\? the assumption set

{M(pint;)|v(p;) = true,i = 1,... ,;n}U{M (=p;At;)|v(p;) = false,i=1,...,n}.

Similarly, if » is a truth assignment to thg’s, we denote by\? the assumption
set

{M(gjns;j)|v(g;) = true,j =1, ..., mPI{M(=q;As;)|v(q;) = false,j =1,...,m}.

First of all, it is obvious that no admissible assumption set can contain any of the
assumptions/®, M—s;, M—t; (as, if it did, it would attack itself). Furthermore,
it is easy to see that for any truth assignmetd thep;’s, the setA? is an admissi-
ble set. Moreover, every preferred assumption set must contain’ $et some
truth assignment to thep;’s. Finally, if A? is not preferred, then there exists a
truth assignment to theg;’s such thatA? U A? is preferred.

Assume thatV is true under a particular truth assignmerb thep;’s. Obvi-
ously, AP does not derivé’ = A;—;,_,s;. We show that the sek? is a preferred
assumption set.

Suppose that it is not, and that we can ext&fdy the setA?, for some truth
assignment; to theg;’s, thus obtaining an admissible set. Théd,uU AZ counter
attacks the attack)M/ @}, i.e. =@ belongs to the extension given By, U A?. As
a consequencd; is not true under the truth assignmentontradiction.

Conversely, assume that the framework correspondiri@, to) admits a pre-
ferred argument\ that does not derivé'=A;_; _,,s;. We prove thatl is true.

Clearly there exists some truth assignmerid thep;’s such thatA? C A.
Since A is preferred and it does not contaify none of the seta\> U A?, for
every possible truth assignmento theg;’s, is admissible. This means that none
of these sets of assumptions can counter attack the &tfeck} and derive~®.
ThereforeV is true.m

Therefore, as in the LP case, in the DL case credulous reasoning under the
admissibility and preferability semantics has the same complexity as under the
stability semantics (see Table 1), whereas sceptical reasoning is either one level
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lower but trivial, under the admissibility semantics, or one level higher, under the
preferability semantics, than under the stability semantics.

Note that similar results to the one obtained above for DL have been recently
obtained for disjunctive logic programming [11].

7 General Frameworks: Autoepistemic Logic

AEL is neither flat, simple, nor normal. This means that we cannot expect any
simplifications when reasoning in AEL frameworks. As a matter of fact, the upper
bounds forgeneral frameworkswhich apply of course, are also tight for AEL.

By Proposition 6, credulous reasoning under the preferability semantics co-
incides with credulous reasoning under the admissibility semantics. From Theo-
rem 8, since the reasoning problem in the underlying monotonic logic for AEL is
classical reasoning in propositional logic f®-complete), credulous reasoning
under the admissibility and preferability semantics islP"""", which coincides
with Y£. ¥£-hardness, and therefo¥&-completeness, can be proven by a reduc-
tion from 3-QBF.

Theorem 19 Credulous reasoning in AEL under the admissibility and preferabil-
ity semantics i&5-complete.

Proof: By Proposition 6, it suffices to prove the theorem for the admissibility
semantics. Membership follows from Theorem 8. To prove hardness, we use a
reduction from 39BF to the credulous reasoning problem under the admissibility
semantics.

Assume the following quantified boolean formila= Jp1, ..., p, Va1, .., qm
rq, ..., P, with @ aformulain 3CNF over the propositional variablgs. . . , p,,
q1,--->qm,T1,- - -, k. We construct an AEL theory such thatV is true iff some
sentencel is contained in some admissible argument for the framework corre-
sponding tdl".

The language of " contains atomg,. . ., pu, q1,- - -, ¢m, @andry,. .., 7, as well
as atomg,,. . ., t,,, intuitively holding if a truth value for the variables,. . ., p,
has been chosen, and an atsmsed to prevent that any truth value for iés
can be choseri’ consists of the sentences:

—Lop; — piNt,
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—Lp; — —pi At
—L—q; — qjNsA—Ls,
-Lqg; — =g NsN\—Ls,

foreachi=1,....,n,5=1,...,m.

Obviously, T can be constructed in log-space. Now we prove that the frame-
work corresponding té' admits an admissible extension containing= A,—;
iff W is true. This means that the giverg&F can be reduced to credulous reason-
ing under the admissibility semantics.

Assume that the framework corresponding/t@dmits an admissible exten-
sionA deriving F'. Then, for each = 1,...,n, either—L—p; or = Lp; is part ofA,
for F' to be derived by it. Further, L—-® must be part ofA, for A to be closed,
and thus admissible. Finally, none of the assumptiehsg;, —Lg; can be part of
A, for otherwise), if closed, would attack itself and thus be non-admissible.

Consider any assumption sétthat attacksA. A must attack one of the as-
sumptions-L-p;, - Lp;, or ~L—~®. However, if A attacked any of:L—p;, = Lp;,
thenA would immediately counter-attack Therefore, ford to be an assumption
set that can possibly rendér non-admissible, it must make the same choices on
thep,’s as/, and attack-L—®. For A to attack—~L—-®, then A must derive-,
by including, in addition to the assumptions frdm L—p;, = Lp; }i=1
chosen by\, assumptions from the set.L—q;, 7 Lq;} =1,
not be counter-attacked ki without making it self-attacking. Therefore, since
A is admissible, no sucH exists. This means that, for the given choices on the
pi's in A, no choices for the;’s exist that make-® true. In other words, for the
given choice of the,; in A, and for all choices of the truth values for tiés, there
exists an assignment of truth values to tlie that makespb true, which implies
that ¥ is necessarily true.

Conversely, assume that there is no admissible extension of the framework
corresponding t@" deriving F' above. Then, regardless of the choices fonite
there is always an attack o, —®, deriving—®, that cannot be counter-attacked
while keeping the candidate set of assumptions non-self-attacking. Then, by the
arguments presented above, the givepe3-formula ¥ cannot be truem

-----

Again from Theorem 8, sceptical reasoning under the admissibility and prefer-
ability semantics in AEL is iro-NPN*"", which coincides witHI%. IIZ-hardness,
and therefordlI;-completeness, can be proven by a reduction frogs8-

21



Theorem 20 Sceptical reasoning in AEL under the admissibility semantitgis
complete.

Proof: Membership follows from Theorem 8. To prove hardness, we use a re-
duction from 3BF to the co-sceptical reasoning problem under the admissibility
semantics.

We use the reduction in the proof of the previous Theorem 19, but extend the
theoryT constructed there to the thedfy =T U {L A; t;}.

Any admissible sef\ must contain the assumptiong—® andL A, ¢; in order
for A to be closed. Furthermore, any admissible extensi@ri ofust contain\; ¢;
because otherwise itis attacked-bi A; t; without having a counter-attack. From
this fact and the above observations it follows thahas an admissible extension
iff the given 3QBFformulaV is true. Given that if no admissible extension exists
all co-sceptical queries will be answered negatively, the above is equivalent to
the fact that- A, t; is not a sceptical consequence@fiff ¥ is true, i.e., the
construction is a log-space reduction fron@8f to co-sceptical reasoning under
the admissibility semantics.

Again from Theorem 8, in AEL, sceptical reasoning under the preferability

NP
semantics is in cPN"", which coincides witHT}. IT;-hardness, and therefore
IT}-completeness, can be proven by a reduction frogs4-

Theorem 21 Sceptical reasoning in AEL under the preferability semantid§jis
complete.

Proof: Membership follows from Theorem 8. To prove hardness, we use a re-
duction from 4QBF to the co-sceptical reasoning problem under the preferability
semantics.

Assume the following quantified boolean formuta= Jp;,. .., p, Vq1,. . ., ¢m
Ire,. .., 1k Vs,. .., 8, @, with & a formula in 3DNF over the propositional vari-
ablespy,...,pu, q1,- .-y Qmy71,...,7TK, @Ndsy, ..., s,. We construct an AEL the-
ory T such thatV is true iff a particular sentencg is not contained in some
preferred argument df.

The language df’ contains atoms,,. . ., p., G1,- - -, Gm, @Ndry,. . ., rg, S1,. . ., So
as well as atoms,,. . ., t,,,, the latter intuitively holding iff a truth value for the
variablesy,. . ., ¢,, has been chosen. Finally, we have atansdw. The atom
v is used to block the truth assignment to this andw is used to prohibit any
choices on assumptiods-L—ry,, = Lr,} in the preferred argument.
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T consists of the following sentences:

—L-p; — pi (1)

-Lp; — i (2)

—~L—-g; N—-Lv — q; N\, 3)
-Lg; AN—=Lv — g A, 4)
-Lt; — v, (5)

—-L-r, — rpAwA-Lw, (6)

=Lr, — —rpy AwA-Lw, (7

d — v, (8)

foreachi=1,...,n,j=1,...m,h=1,.. k.

Now we claim that there exists a preferred extension not contaifiagA ¢;
iff U is true.

First, one notes that an assumption set containing non-conflicting assumptions
from the set{ —=L—p;, =Lp;} is an admissible set. Let be a maximal such set.

Secondly, it is obvious thak can be expanded (in a non-trivial way) only by
adding the assumptionLv and assumptions from the setL—q;, —Lg; }. Letus
call this expanded sek’. Such a sef\’ is only admissible if we make choices
for all ¢;'s because otherwisf’ can be attacked by Lt; (using—Lt; — v) for
which there is no counter-attack fro.

Thirdly, the setA’ cannot be further expanded using assumptions frod—r;,, —Lry, },
because these assumptions lead to an immediate self-attack.

Fourthly, an assumption sé&t' containing assumptions frofi-L—q;, - Lg; }
together with—Lv can only be admissible ihLv cannot be attacked by any as-
sumption set.

The only way to construct an attack against-Lv in A’, which is not im-
mediately counter-attacked ky, would be to use all assumptions i and as-
sumptions from{—L—-r;, - Lr,}. Note that such assumptions cannot be counter-
attacked byA\’. Now the only way to attack v would be to make true, and in
order to do so, one has to makerue.

Assuming now that\’ is admissible means that for all possible choices for
ther,’s, ® is not derivable, i.e., there is always a truth assignment tostlse
that makes-® true. This means thak cannot be expanded by assumptions from
{—L—q;,~Lq;} together with—-Luv, if under the truth assignment to thgs cor-
responding to the assumptionsA for all truth assignments to thg’s, there is
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always an truth assignment to thgs that makespb true. In other words, if there
exists a preferred assumption set that does not refdetrue underl’, U is true.
Conversely, let us assume thiats true. LetA be an assumption set containing
assumptions fro{—L—p;, ~Lp;} corresponding to a truth assignment to thie
that makes/q,. . ., ¢, 3r1,. . ., 1Vs1,. . ., s,® true. This assumption set cannot be
expanded t@\’ by assumptions froni—L—q;, ~Lg; } together with—Lv, because
for any such expansion there exists a value assignment to, thevhich makes
® true, corresponding to a set of choices fr¢mL—r,, —Lr,} which together
with A’ is an assumptions set that leads together Witto the derivation ofp
andv, hence attacking\’. For this reason, there exists a preferred extension not
containing both-Lv and choices fron{—L—q;, ~Lg; }, and hence this preferred
extension does not contajxt;. ®

Therefore, all reasoning problems are harder in AEL under the admissibility
and preferability semantics than under the stability semantics (see Table 2). In-
deed, credulous reasoning under admissibility and preferability semantics is one
level higher than under the stability semantics (Theorem 19); sceptical reason-
ing under the admissibility semantics is one level higher than under the stability
semantics (Theorem 20); sceptical reasoning under the preferability semantics is
two levels higher than under the stability semantics (Theorem 21).

Moreover, whereas reasoning under the stability semantics has the same com-
plexity in AEL as in DL, reasoning under the admissibility and preferability se-
mantics is harder in AEL than in DL. Indeed, sceptical reasoning under the prefer-
ability semantics and credulous reasoning under the admissibility and preferability
semantics are one level harder for AEL than for DL, and sceptical reasoning under
the admissibility semantics is two levels harder.

We note that various complexity results for th@simoniousandmoderately
groundedsemantics for AEL are presented in [9]. It would be interesting to see
how the semantics for AEL provided by preferred/admissible arguments (for the
instance of the abstract framework for AEL) relate to the semantics of [9]. This is
however outside the scope of the present paper.

8 Conclusion and Discussion

We have studied the computational complexity of the credulous and sceptical rea-
soning problems under the new admissibility and preferability semantics for the
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abstract framework for default reasoning proposed in [1], for a number of con-
crete instances of the abstract framework, namely theorist, circumscription, logic
programming (LP), default logic (DL) and autoepistemic logic (AEL). These new
semantics are presented in [1] as “simpler” alternatives to the conventional stabil-
ity semantics for all instances of the framework (see Section 1 for a discussion of
this issue).

Table 2 summarises the results we have proven (for the admissibility and
preferability semantics) as well as existing results in the literature (for the sta-
bility semantics). In the table X-c.” stands for X'-complete.” We have proven
the results by appealing to properties of the frameworks, whenever possible. In
particular, we have used the properties (proven in [1]) that default logic and logic
programming are flat frameworks and that theorist and circumscription are normal
frameworks. In addition, we have introduced the new property that frameworks
are simple and proven that theorist and circumscription satisfy such property.
Autoepistemic logic is a general framework in that it does not satisfy any special
property amongst the ones considered.

Framework Property Admissibility Preferability Stability
cred. scept. | cred. | scept.| cred. scept.
AEL general | X%-c. | II§-c. | X%-c. | IJ-c. | ¥5-c. | IIb-c.
DL f ¥P-c. | co-NP-c. | ¥h-c. | II5-c. | ¥h-c. | IIh-c.
at

LP NP-c.| P-c. | NP-c.| II5-c. | NP-c. | co-NP—c.
Theorist simple & | ¥%-c. | co-NP-c. | ¥5-c. | II5-c. | ¥8-c. | IIb-c.
Circumscription| normal | Xf-c. | co-NP-c. | ¥4-c. | IIh-c. | ¥5-c. | IIh-c.

Table 2: Overview of complexity results

The table shows that reasoning under the new semantics can be much harder
than reasoning under the conventional stability semantics. In particular, for AEL,
sceptical reasoning under the admissibility and preferability semantics is one and
two level harder, respectively, than under the stability semantics, whereas credu-
lous reasoning under both new semantics is one level harder than under the sta-
bility semantics. Also, for DL and LP, sceptical reasoning under the preferability
semantics is one level harder than under the stability semantics, whereas sceptical
reasoning under the admissibility semantics is one level simpler than under the
stability semantics, but it reduces to monotonic reasoning in the logic underlying

25



the framework, thus becoming a trivial form of non-monotonic reasoning.

There appears to be a clash between these results and the intuition spelled out
in Section 1, that admissibility and preferability arguments are seemingly easier to
compute than stable extensions. However, our results are not as surprising as they
might at first appear. Since the admissibility and preferability semadaasot
restrict the number of extensions, one would expect that default reasoning under
these semantics is as hard as under the stability semantics. The higher complexity
of the sceptical reasoning problem under the preferability semantics is due to the
fact that in order to verify that an assumption set is preferred, one needs to check
thatnoneof its supersets is admissible.

Of course, our results do not contradict the expectation that in practice con-
structing admissible arguments is often easier than constructing stable extensions.
For example, given the propositional logic progréhu {p}, with P any set of
clauses not defining the atom the empty set for the quenythat can be con-
structed “locally”, without accessing. Moreover, if P U {p} is locally strat-
ified or order-consistent [1]p is guaranteed to be a credulous consequence of
the program under the stability semantics. Indeed, in all cases where the stabil-
ity semantics coincides with the preferability semantics (e.g. for stratified and
order-consistent abstract frameworks) any sound (and complete) computational
mechanism for the admissibility semantics is sound (and complete) for the stabil-
ity semantics.

The “locality” feature of the admissibility semantics renders it a feasible alter-
native to the stability semantics in the first-order case, when the propositional ver-
sion of the given abstract framework is infinite. For example, given the (negation-
free) logic program{q(f(X)); p(0)}, the empty set of assumptions is an admis-
sible argument for the quepy(0) that can be constructed “locally”, even though
the propositional version of the corresponding abstract framework is infinite.

The complexity results in this paper show that sceptical reasoning under ad-
missibility and preferability semantics is trivial and highly complex, respectively.
However, this does not seem to matter for the envisioned applications of this se-
mantics, because credulous reasoning only is required for these applications [18].
For example, in argumentation in practical reasoning in general and legal reason-
ing in particular, unilateral arguments are put forwards and defended against all
counterarguments, in a credulous manner. Indeed, these domains appear to be par-
ticularly well suited for credulous reasoning under the admissibility semantics. In
general, the results presented in this paper indicate that reasoning under the new
semantics is harder. On the positive side, they indicate that the new semantics
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allows us to encode more complex reasoning patterns than when reasoning with
the stability semantics.
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