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Abstract. We adapt a partial order reduction technique based on stubborn sets, originally proposed for detecting dead ends in Petri Nets, to the setting of optimal planning. We demonstrate that stubborn sets can provide significant state space reductions on standard planning benchmarks, outperforming the expansion core method.

1 INTRODUCTION

Heuristic search is one of the most successful approaches for domain-independent planning, especially in the case of optimal planning [6, 5]. However, recent results show that the potential of conventional heuristic search algorithms for optimal planning is severely limited: even with almost perfect heuristics (which are hardly available in practice), search effort scales exponentially in the size of the planning task in typical planning domains [7]. This motivates the use of additional pruning techniques for optimal heuristic search.

In this context, various pruning techniques based on partial order reduction (POR) have been proposed [2, 10, 3]. Partial order reduction has been originally introduced by Valmari [8] for dead-end detection in Petri nets. Valmari proposed the notion of stubborn sets, restricting exploration to a subset of applicable transitions in every state while maintaining completeness. Stubborn sets exploit that independent transitions do not have to be considered in all possible orderings. However, despite the need for pruning in planning, and despite the fact that partial order reduction techniques have existed in the model checking area for decades, the original stubborn set algorithms have not yet been properly adapted to and evaluated in planning. Recent results [9] show that stubborn sets generalize the expansion core method proposed for planning [2], which makes a comparison between these approaches particularly interesting.

We present a pruning algorithm for optimal planning based on strong stubborn sets (SSS), adapting an algorithm proposed by Godfried for model checking [4]. We show that the algorithm preserves optimality and experimentally demonstrate that it significantly reduces search effort for standard planning benchmarks.

2 PRELIMINARIES

An SAS+ planning task Π is a tuple ⟨V, I, O, G⟩ of state variables V, an initial state I, operators O and a goal G. A fact is a pair ⟨v, d⟩ with v ∈ V and d ∈ domain(v). A state is a set of facts that associates a value with each state variable in V. Operators are defined in terms of a precondition pre(o), an effect eff(o), and a cost cost(o) ∈ R≥0. Preconditions, effects, and the goal G are sets of facts. An operator is applicable in state s iff pre(o) ⊆ s; the operators applicable in s are denoted by app(s). Applying operator o in s results in state s′ which agrees with eff(o) on all state variables mentioned in eff(o) and with s on all other state variables. The objective of optimal planning is to find a cheapest sequence of applicable actions transforming I into a goal state, i.e., a state s ≳ G.

Definition 1 (dependency). Let Π be a planning task with variables V and operators O, and let o1, o2 ∈ O.
1. Operator o1 disables o2 if there exists a variable v ∈ V and facts ⟨v, d1⟩ ∈ eff(o1) and ⟨v, d2⟩ ∈ pre(o2) such that d1 ≠ d2.
2. Operators o1 and o2 conflict if there exists a variable v ∈ V and facts ⟨v, d1⟩ ∈ eff(o1) and ⟨v, d2⟩ ∈ eff(o2) such that d1 ≠ d2.
3. Operators o1 and o2 are dependent if o1 disables o2, or o2 disables o1, or o1 and o2 conflict. We write dep(o) for the set of operators o ∈ O with which o is dependent.

3 STRONG STUBBORN SETS

Proving correctness of a partial order reduction method is notoriously difficult: several published approaches in planning [1, 2, 11], which follow similar ideas as earlier work in model checking without being entirely equivalent, fail to preserve completeness due to technical errors [9]. To avoid the same pitfall, we stay close to the definition of SSS in model checking [4]. Apart from differences in the formalism used, the main change required is to account for the different objective in planning: we must find a goal state, rather than a dead-end state (a state s with app(s) = Ø) as in the original work on SSS.

To define SSS, we need the closely related definitions of disjunctive action landmarks [5] and necessary enabling sets [4]. A disjunctive action landmark L for a set of facts F in state s is a set of operators o such that every applicable operator sequence that starts in s and ends in s′ ≳ F contains at least one operator o ∈ L. A necessary enabling set for operator o ∈ app(s) in state s is a disjunctive action landmark for pre(o) in s.

Definition 2 (strong stubborn set). Let Π be a planning task with operators O and goal G, and let s be a state of Π. A strong stubborn set (SSS) in s is an operator set T ⊆ O such that:
1. For each o ∈ T ∩ app(s), we have dep(o) ⊆ T.
2. For each o ∈ T ∖ app(s), we have N°o ⊆ T for some necessary enabling set N°o of o in s.
3. T contains a disjunctive action landmark for G in s.

The SSS computation algorithm (Alg. 1) starts with a disjunctive action landmark for G (thus satisfying condition 3 of Def. 2) and adds operators to the candidate set until conditions 1 and 2 are satisfied. Hence, Alg. 1 indeed computes a SSS.

Alg. 1 is called by a search algorithm like A* or IDA* before the expansion of each state s. Given the SSS T, it is sufficient for the search algorithm to expand s by applying the operators in T ∩ app(s) := T ∩ app(s) instead of the complete set app(s), while preserving completeness and optimality.
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Theorem 1. Using only $T_{app}(s)$ instead of $app(s)$ when expanding a state $s$ during $A^*$ search preserves completeness and optimality.

Proof. We show that for all states $s$ from which an optimal plan consisting of $n > 0$ operators exists, $T_{app}(s)$ contains an operator starting such a plan. A simple induction then shows that $A^*$ restricting successor generation to $T_{app}(s)$ is optimal.

Let $T_s$ be a SSS as computed by Alg. 1 and $\pi = o_1, \ldots, o_n$ be an optimal plan for $s$. Since $T_s$ contains a disjunctive action landmark for the goal, $\pi$ contains an operator from $T_s$. Let $o_k$ be the operator with smallest index in $\pi$ that is also contained in $T_s$, i.e., $o_k \in T_s$, and $\{o_1, \ldots, o_{k-1}\} \cap T_s = \emptyset$. Then:

1. $o_k \in app(s)$: otherwise by the definition of SSS, a necessary enabling set $N^e_{o_k}$ for $o_k$ would have to be contained in $T_s$, and at least one operator from $N^e_{o_k}$ would have to occur before $o_k$ in $\pi$ to enable $o_k$, contradicting that $o_k$ was chosen with smallest index.

2. $o_k$ is independent of $o_1, \ldots, o_{k-1}$: otherwise, using $o_k \in app(s)$ and the definition of SSS, at least one of $o_1, \ldots, o_{k-1}$ would have to be contained in $T_s$, again contradicting the assumption.

Hence, we can move $o_k$ to the front: $o_k, o_1, \ldots, o_{k-1}, o_{k+1}, \ldots, o_n$ is also a plan for $T_s$. It has the same cost as $\pi$ and is hence optimal.

Thus, we have found an optimal plan of length $n$ started by an operator $o_k \in T_{app}(s)$, completing the proof. \qed

4 EXPERIMENTS

We investigated the pruning power of SSS by comparing $A^*$ guided by the state-of-the-art LM-cut heuristic [5] in three configurations: without POR, with the corrected expansion core method (EC) [2, 9], and with SSS. The results on all IPC optimal planning domains up to IPC 2011 are shown in Tab. 1, with those domains combined where the numbers of generated nodes are sums over all instances per domain solved by all configurations. We observe that with POR the number of generated nodes never increases and often decreases compared to plain $A^*$, and that SSS often has better pruning power than EC. The advantage of SSS is particularly pronounced in logistics00, paroperator, satellite, and woodworking.

To assess the impact of the computational overhead of computing SSS on planner performance, we measured coverage and search times (with time limit 30 min and memory limit 2 GB). We observe that the pruning due to SSS translates to significantly higher overall coverage. In many domains, it also results in significantly lower search times. If, however, the number of generated nodes is similar to or the same as with plain $A^*$, then the computational overhead may lead to increased overall runtime (freecell, gripper, parking, pipesworld, scanalyzer, and trucks).

Time needed for the precomputation of the interference relation is negligible in most domains from Tab. 1, except for mprime and scanalyzer, where it is about as high as pure search time. Only in a few domains such as freecell and parking, even excluding precomputation times, plain $A^*$ is faster than $A^*$ with SSS, although the numbers of generated nodes are the same. This can be attributed to the per-state overhead of computing SSS.

5 CONCLUSION

We have shown that SSS can alleviate the state explosion problem in optimal planning. For the future, we would like to further explore and refine the computation of SSS. In particular, this includes the investigation of the impact of different choices of the necessary enabling sets within the generic framework of SSS.
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